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W. J. Minkowycz1 

D. M. France 
R. M. Singer2 

Components Technology Division, 
Argonne National Laboratory, 

Argonne, III. 

Behavior of Inert Gas Bubbles in 
Forced Conveotive Liquid Metal 
Circuits 
Conservation equations are derived for the motion of a small inert gas bubble in a large 
flowing liquid-gas solution subjected to large thermal gradients. Terms which are of the 
second order of magnitude under less severe and steady-state conditions are retained, 
thus resulting in an expanded form of the Rayleigh equation. The bubble dynamics is a 
function of opposing mechanisms tending to increase or decrease bubble volume while 
being transported with the solution.. Diffusion of inert gas between the bubble and the 
solution is one of the most important of these mechanisms included in the analysis. 

The analytical model is applied to an argon gas bubble flowing in a weak solution of 
argon gas in liquid sodium. Calculations are performed for these fluids under conditions 
typical of normal and abnormal operation of a liquid metal fast breeder reactor 
(LMFBR) core and the resulting bubble radius, internal gas pressure, and mass of inert 
gas are presented in each case. An important result obtained indicates that inert gas 
bubbles reaching the core inlet of an LMFBR will always grow as they traverse the core 
under normal and extreme abnormal conditions and that the rate of growth is quite 
small in all cases. 

Introduction 

The existence of inert gas bubbles in forced convective liquid 
metal systems has become a subject of interest with regard to sev­
eral engineering problems. Perhaps the most noteworthy of these 
is the effect of the presence of inert gas bubbles in a liquid metal at 
the moment of incipient boiling. Henry and Singer [ l ] 3 experimen­
tally demonstrated that entirely misleading interpretation of data 
can result if the presence of entrained gas bubbles is not consid­
ered in the measurement of incipient boiling superheat. Kottowski, 
et al. [2] showed that the injection of argon bubbles into a flowing 
liquid sodium stream can prevent the possibility of liquid super­
heating, and France, et al. [3] demonstrated the same zero super­
heat condition in a sodium experiment typifying a liquid metal 
fast breeder reactor (LMFBR) system. In the latter experiments, 
the condition of zero incipient boiling superheat at LMFBR para­
metric conditions was attributed to the presence of inert gas bub-

1 Also University of Illinois, Department of Energy Engineering, Chicago, 
111. 

2 Presently at EBR-II Division. 
3 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the. Heat Transfer 
Division September 9,1975. Paper No. 76-HT-X. 

bles in the hotter (upper) regions of the test section (core). Other 
engineering problems related to inert gas bubble transport in liq­
uid metal systems include the influence on boiling detection de­
vices, cavitation in system components, and neutron flux as related 
to changes in heat transfer. The spatial distribution of bubbles in a 
heated channel has also been shown to be of some interest [4]. 

One question common to most of these applications is that of 
survival of an inert gas bubble as it is transported through a liquid 
metal circuit once it has been established at some location in the 
system. In a LMFBR it is important to be able to predict the sur­
vival of inert gas (usually argon) bubbles generated in the relative­
ly cold region of the primary sodium system (the intermediate heat 
exchanger) as the bubble is transported through the reactor core to 
the outlet plenum. As the bubble traverses the core region of in­
creasing sodium temperature, several factors influence its growth 
or collapse rate. The increasing liquid temperature results in an in­
creased solubility of the inert gas in the liquid sodium outside the 
bubble, increasing the rate of diffusion out of the bubble, which 
tends to collapse the bubble. At the same time, this temperature 
increase raises the sodium vapor pressure and the inert gas pres­
sure inside the bubble which cause bubble growth. The increase in 
gas pressure also increases the rate of solution of the gas in the liq­
uid. Finally, the growth rate is influenced by such factors as liquid 
inertia and viscosity, surface tension, and transport of volatile ma­
terial through the liquid to the bubble surface. All of these effects 
are interrelated, and in order to quantitatively evaluate the behav-
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ior of a gas bubble in such an environment, it is necessary to ana­
lyze the dynamics of such bubbles immersed in a liquid under un­
steady conditions of temperature and pressure, taking into account 
mass, momentum, and energy transport processes. 

The diffusion process is t he mechanism tending to collapse the 
inert gas bubble. An order of magnitude calculation reveals that 
the time constant for this process is generally much larger than the 
transport time of the bubble through a reactor core under normal 
conditions. However, when abnormal operating conditions cause 
the liquid metal to approach saturation, the temperature and con­
centration gradients may be considerably larger than experienced 
under steady conditions. In this case, the effect of gas diffusion rel­
ative to other mechanisms related to bubble growth is not known a 
priori. It is the purpose of this study to consider bubble survival 
under such conditions. 

One early study of stability of a gas bubble in a liquid-gas solu­
tion was performed by Epstein and Plesset [5]. In their analysis, 
the pressure and temperature of the solution were held constant 
and bubble growth and/or collapse occurred only by under- or ov-
ersaturated conditions. Numerical results were limited to air bub­
bles in water. An extension of this analysis was made by Ward [6] 
in which the presence of vapor in the bubble was included, but 
consideration was only given to an isothermal liquid solution. 

Another analysis is that of Thormeier [7] in which the constant 
liquid temperature assumption was dropped. However, in that 
analysis it was assumed that the gas bubble was always in mechan­
ical equilibrium with the liquid and that the equilibrium concen­
tration of the dissolved gas at the bubble-liquid interface was con­
stant. The latter assumption may lead to considerable error when 
applied to a nonisothermal system. 

In this study, the analyses of [5, 7] were extended and general­
ized to include the effects of mass transfer as well as momentum 
and thermal variations upon the dynamics of a vapor-gas bubble 
immersed in a dilute two-component solution of the gas in the liq­
uid. Specific numerical results were obtained for the case of an 
argon bubble flowing with liquid sodium through a channel with a 
linear temperature rise and pressure drop, a situation and geome­
try typical of a LMFBR core. 

P h y s i c a l Model 
Fig. 1 represents a schematic of a typical liquid metal experi­

mental loop. The liquid-gas solution leaves the plenum saturated 
with inert gas. As the liquid-gas solution passes through the heat 

exchanger, its temperature decreases, which tends to drive the dis­
solved gas out of solution. This gas will initially fill cavities in the 
heat exchanger surfaces. Subsequently, bubbles will nucleate from 
these cavities at the cold end of the exchanger and will be carried 
along with the flow. It is likely that the inert gas bubbles will pass 
through the pump and enter the heated channel of length L. As 
the liquid temperature increases and the pressure decreases 
through the heated channel, the gas bubbles will either grow, col­
lapse, or possibly remain stable, depending upon the various fac­
tors discussed previously. The time available for this process to 
occur is L/V, the transit time, where V is the liquid velocity. In 
order to determine the possible bubble sizes that could exist 
throughout the transit of the heated section, an analysis has been 
undertaken of the transient heat and mass transfer of a bubble of 
initial radius fto in a liquid-gas solution with a linear temperature 
increase from To to Te and linear pressure decrease from p i to p2 
in time L/V. 

F o r m u l a t i o n of the P r o b l e m 
Mathematical Model and Assumptions. Consider a spherical 

gas bubble of radius RQ (containing inert gas and vapor) placed at 
time t = 0 into a liquid-gas solution in which the temperature, 
pressure, and dissolved gas concentration are uniform and equal to 
To, Po, and coo, respectively. At these conditions, the saturation 
concentration of gas in the liquid is cos(0), and at time t > 0, the 
liquid temperature and pressure are allowed to vary. (The dis­
solved gas concentration for a saturated solution at t > 0 will be 
denoted by cos(£).) The variation in temperature and pressure will 
have a considerable effect on the behavior of the bubble. In order 
to quantitatively evaluate the possible effects, it is necessary to an­
alyze the dynamics of such a bubble, taking into account the con­
servation principles of mass, momentum, and energy for the liq­
uid-gas solution. In so doing, the following assumptions were in­
volved: 

1 Spherical symmetry exists everywhere in the liquid-gas solu­
tion. 

2 The convective transport of inert gas caused by bubble ex­
pansion or contraction is negligible relative to molecular transport. 

3 The concentration of inert gas in the solution is sufficiently 
small such that the density of the liquid-gas solution, p/,, and the 
diffusion coefficient are constant. 

4 There are no spatial gradients in temperature or pressure, so 
that, with assumption 3, Fick's law of diffusion may be used. 

- N o m e n c l a t u r e . 

cPL - specific heat at constant pressure of 
liquid-gas solution 

DH = hydraulic diameter of channel 
D12 = coefficient of diffusivity of gas in liq­

uid-gas solution 
/ = friction factor 
H = total length of channel 
KH(T) = Henry's coefficient 
L — length of heated channel 
£i = length of upstream section 
Ci = length of downstream section 
M = molecular weight 
rriB.g = mass of inert gas in bubble 
mo = initial mass of inert gas in bubble 
p = pressure 
po = initial liquid-gas solution pressure 
Apz, = liquid-gas solution pressure drop 

across heated channel 
q" = heat flux in the heated channel 
R = bubble radius 
Re = VDH/VL, Reynolds number 

R = gas constant 
r = radial coordinate 
T = temperature of the liquid-gas solution 
t = time = z/V 
te = transit time for downstream section = 

(H-li-D/V . 
t\ = (\/V, transit time for upstream sec­

tion 
t% = L/V, transit time for heated section 
V = axial liquid-gas solution velocity 
u = radial liquid-gas solution velocity at r 
z = axial coordinate in the flow system 
5 = mass concentration function of vapor 

inside the bubble = pB,„/pL 

« = 1 ~ PB/pL 

vL = kinematic viscosity of liquid-gas solu­
tion 

p = density 
a = surface tension 
oi = mass concentration of inert gas in the 

solution = PL.g/PL 

cos = saturation value of co at bubble inter­
face 

coo = mass concentration of inert gas far 
away from the bubble 

Subscripts 

B = in the bubble 
B,g = inert gas in the bubble 
B,v = saturated vapor in the bubble 
e = at exit of heated channel 
g = inert gas 
g,<*> = inert gas in the plenum 
L = in the liquid-gas solution 
L,g = inert gas in the liquid-gas solution 
L,t = liquid in the liquid-gas solution 
L,°° = liquid-gas solution in the plenum 
I = liquid 
v = vapor 
0 = initial value 
°° = in the plenum or gas blanket 
( ) , ( ) = indicate time derivatives 
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5 The boundaries of the liquid-gas solution are sufficiently 
large relative to the size of the bubble so that no interaction be­
tween the bubble and these boundaries occurs. 

6 There exists mass and thermal equilibrium at the interface 
between the bubble and the liquid-gas solution at all times. 

7 The heat of solution is negligible. 
In addition to the foregoing assumptions, others will be stated as 
required in subsequent developments. 

Continuity Equation for the Liquid-Gas Solution. If the or­
igin of a spherical coordinate system is taken as the center of the 
gas bubble, the continuity equation for the liquid-gas solution can 
be written as a/ar(r2u) = 0, which, when integrated from the bub­
ble interface, r = R, to radius r in the liquid, becomes 

u = u(R)-
R2 

(1) 

where u(R) is the solution velocity adjacent to the bubble surface. 
From a total mass balance on the bubble 

d_ /4 

dt 

i(R) can be determined as 

(- TrR3
PB) = 4TTR2

PLIR ~ u(R)\ 

u(R) eR + - eft 
3 

(2) 

(3) 

where R is the velocity of the bubble surface and e = 1 — PB/PL-
Substituting equation (3) into equation (1) yields 

/ * 1 „\R u = ( eR + - eR) -
\ 3 / r 

(4) 

which is the global continuity equation for the liquid-gas solution. 
Diffusion Equation for the Gas in the Liquid-Gas Solution. 

The species continuity equation for the gas diffusing through the 
liquid-gas solution may be written as 

aw R2 / . 1 \ da) „ l a / „da>\ 
- + — hR + - i R ) - = D12—(r2-) ( 5 ) 
at rz \ 3 / ar H ar \ arl 

where equation (4) was substituted for the solution velocity and u> 
= pL.glph is the mass fraction of the gas in the liquid-gas solution. 
The initial and boundary conditions consistent with the assump­
tions listed earlier and the problem statement are 

; o>o at t = 0, di = ws(t) at r = R, (6) 

No closed-form solution of equation (5) is possible with initial 
and boundary conditions in equation (6). However, neglecting the 
convective term in equation (5) and making a simple transforma­
tion of the coordinate system permits the reduction of the problem 
to a simple form. 

Let ij = (r/R) - 1, T = D12t/R
2, and <j>(i), T) = (r/uoR)[oi(r, t) -

OJO]. Substituting these variables into equations (5) and (6) yields 

a<j> alt$> 

ar arj2 

<t>(v, 0) = 0, 0 ( 0 , T ) = 4>S(T), 4>{«>, T ) = 0 

(7) 

(8) 

where <J>S(T) = [ws(t) — wol/wo- The solution to this system is readi­
ly available from [8] and may be written as 

00?, T) 
V i r «/i|/2Vr 

, [T -0? /2£ ) 2 ] e - f 2 d£ (9) 

A quantity that will be of importance later is the mass fraction gra­
dient at the bubble surface. By differentiating equation (9) and 
evaluating the derivative at r\ = 0, and then transforming the re­
sulting equation back to its physical variable, one obtains 

' 01s(t) — OJ0 O) s(0) • /aw 

\ar L-[: 
• + 

' '•'O 
(10) 

R VirD12t J 

Equation (9) is a solution of the diffusion problem which is 
strictly valid only for a fixed bubble size. However, as shown in [5], 
this is a reasonable approximation for the diffusional process. It is 

GAS BLANKET - P 9 , m 

PLco 

t = t„ 

-DOWNSTREAM 
SECTION 

-HEATED CHANNEL 

VELOCITY=V 

& < HEAT 
; EXCHANGER 

Fig. 1 Typical liquid metal experimental loop 

furthermore noted that equation (9) does not by itself specify the 
concentration field, since the saturation phenomenon is dependent 
upon the solution temperature and the gas partial pressure in the 
bubble. Thus, additional relationships must be found to complete­
ly specify the problem. 

Momentum Equation for the Liquid-Gas Solution. One 
such relation can be obtained from the conservation of momentum 
principle for the liquid-gas solution. For an incompressible Newto­
nian fluid with no external body forces, the motion of the fluid is 
governed by the one-dimensional equation 

at 

au 1 ap r 1 a / „au\ 2 1 , , 
" - = -+"L\--(r 2 - ) - - 7 " (ID 

ar PL ar Lrz ar \ arl H J 
Substituting for u from equation (4) and integrating the resulting 
equation from r = R to r = <*> will yield the momentum equation 
for the liquid-gas solution in the form 

P IF2 1 r 

« - 2 ^ = ^ ( f l ) - ^ ( ~ ) ] ( 1 2 ) 

where 

F(t) = R2 f(R + - tfl) (13) 

PL(R) is the pressure in the liquid-gas solution at the bubble 
boundary and PL(«>) is the pressure in the solution at infinity. As­
suming thermodynamic equilibrium, the condition of stress conti­
nuity across interface implies that 

PB + Trr(R) - pL(R) - -£• = 0 
R 

(14) 

where ps - PB,I> + PB,g is the equilibrium pressure in the bubble, 
Trr(R) = 2fiL(au/ar)r=fi is the radial component of the radial stress 
at the bubble surface, and a is the surface tension. Substituting 
equations (13) and (14) into equation (12), assuming that the inert 
gas and the vapor behave ideally, rearranging, and letting b = 
PB.UIPL yields 

R 
R+ — i = Fdt) 

3« 
(15) 

where 

/4 -e\R2 
T, , s / 4 - e\ « • / 6 - <A . ^ 
Fi(t) = -( ) — - ( ) 6fl + — R-

\ 2 / R I 3< / 18c 

KR) 

2a 1 

PLtR2 

ivL /ZR i 1 * 

3 \R2+>' 

+ ™\Rg(l-t) + (Re-Rg)6--E±¥r:] (16) 
eR PL T(t)\ 
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This is the momentum equation for the liquid-gas solution and it 
represents an extended form of the Rayleigh equation. It should be 
noted that in equation (16) the notation PL(">), which is identical­
ly equal top^t0 3 , t), has been changed topz,(£). 

Equation (15) gives one relationship between the bubble radius 
R and the gas pressure in the bubble ps,g which is given in terms of 
the density function e. 

Inert-Gas Mass Balance on the Bubble. The second re­
quired relation can be obtained from an overall inert-gas mass bal­
ance on the bubble. The balance relates the decrease of the mass of 
inert gas in the bubble to the convection and diffusion of inert gas 
into the surrounding fluid. Mathematically stated, this balance 
takes the form 

d_ /4 

dt \3 / \dr/r=R 

(17) 

Substituting for u(R) and (dui/ar)r=R from equations (3) and (10), 
respectively, and performing the differentiation, equation (17) be-

[1 - ws(t)] (1 - e)R - - eR 1 = - SR + SR - D12 \ 
Ws(t) ~ WQ 

R 

w s ( 0 ) • 
(18) 

after substituting the definitions of«, ws, and S. In the solution of 
equation (18) it was assumed that [1 — ws(£)] = 1, which follows 
from assumption 3. 

A quick reference to equations (15) and (16) indicates that its 
integration requires an expression for e. This can be obtained by 
differentiating equation (18) to yield 

3(l-e-S)R -Re = F2(t) (19) 

where 

» s ( 0 ) • wo (20) 

F2(t) = 4(e + S)R + SR + Ws(t)[3(l - e)R - eR] 

, n Jw,(0 R 
- 3L»12 — l<d s(t) - WflJ —- -

1 R R2 ItV^D^j, 
In equations (19) and (20), [1 - ws(t)] was set equal to one. 

Equation (18) gives the second relationship between dependent 
variables R{t), e(t), and ws(t). The third relation can be obtained 
from the assumption of mass equilibrium at the bubble-liquid-gas 
interface. 

Equilibrium Condition From Henry's Law. The saturation 
concentration of inert gas in the solution can be related to the inert 
gas partial pressure in the bubble by the assumption that there ex­
ists mass equilibrium at the interface between the bubble and the 
solution. This equilibrium condition, as expressedby Henry's law, 
states that the saturation mole fraction of the gas is proportional 
to partial pressure of the gas phase. Mathematically stated, Hen­
ry's law may be written as 

u>s(t)=-fKH[T(t)]pB.g(t) 
Me 

(21) 

where the function KH is Henry's coefficient. Assuming perfect gas 
behavior, equation (21), in terms of problem variables, may be ex­
pressed as 

. ( 0 = (• 
PLMgRf ^K„ T( l - c - S) (22) 

V Mi 

The derivative of ws, which is required in equation (20), becomes 

/PLMeRg\ 

Me 

(23) 

^ ) = f iTM( J l n l 0 \ . . "1 
i + —^—) (i - e - a)T - a + a)Tj 

where J is a constant in the KH equation. (For sodium-argon sys­
tems, J = +8175.6 [9].) 

Reference Concentration o>o- Prior to consideration of initial 
conditions on variables t, R, and ws, the solution of the problem re­
quires the specification of the inert gas concentration far from the 
bubble surface, i.e., wo. It is assumed that this concentration has a 
constant value throughout the system which is equal to the satura­
tion concentration in the upper plenum. Then, o>o may be ex­
pressed in terms of the gas partial pressure in the plenum, Pg,«, 
using Henry's law from (21) as 

Me 
a,0 = -fK„(T„)pg,„ 

Me 
(24) 

where T„ is the temperature of the plenum. 
Initial Conditions. To complete the statement of the problem, 

initial conditions on PB,g, R, and ws must be specified. The most 
physically realistic assumption concerning the initial state of the 
bubble is a state of mechanical equilibrium with the liquid-gas so­
lution. This assumption implies that all time derivatives of R and e 
at t = 0 are identically equal to zero. Using this condition, it fol­
lows from equations (15) and (16) that 

.(0) = 1 + /*LZ£)„ T o ) _Pi«» 
\ Rs / 

2a(T0) 

PhRgTo piJigToRa 
(25) 

The initial condition on ws can be obtained from equation (22) as 

W s ( 0) = (PL™fRs) KH(TQ)T0[l - t(0) - HTo)] (26) 
V Me I 

where t(0) is substituted from equation (25). Coupled with the 
statements that 

fl(0) = 0,R(0) = Ro (27) 

the problem is completely defined, except for the specification of 
transients in liquid-gas solution pressure, Ph(t), and temperature, 
TL(t). 

A p p l i c a t i o n to a F l o w in a H e a t e d C h a n n e l 
In this study the liquid-gas solution pressure and temperature 

variation associated with the flow of the solution and entrained gas 
bubble through a uniformly heated channel is considered. By mak­
ing a one-dimensional approximation to the problem, and, for gen­
erality, assuming the possible existence of unheated upstream and 
downstream sections of the channel, it can be easily shown from 
momentum and energy balances for a uniform heat flux situation 
that 

Pl(t) •• — K")](-2) (28) 

and 

T(t) = T0 

To + 

TQ + 

Aq" 

PLCPLDH 

iq"L 

(t - h) 

-=Te 

(upstream channel) (29) 

(heated channel) (30) 

(downstream channel) (31) 
PLCPLDHV 

where the time t is defined as the channel position z, divided by 
the liquid-gas solution velocity V, i.e., t = z/V, and all other sym­
bols are defined in Fig. 1 and in the Nomenclature. The friction 
factor /, corresponding to turbulent liquid flow in a channel, has 
been taken from [10] as 

/ = 0.0032 + 0.221/Re0 (32) 

At this point, the problem is totally defined by equations (15) 
and (16), (18), (19) and (20), and (22)-(32), with the functions KH, 
KH, 5, 5, 8, a, and property values obtained or derived from [9, 11] 
and also available in [12]. The problem was next numerically inte­
grated via a high-speed digital computer. 

Before turning to the discussion of results, it should be noted 
that equations (15) and (19) were solved for R to yield 
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Table 1 Nominal operating conditions(a) 
Parameter 

DH 

D„ 
C, 
< 
L 
pgr 

PL,™ 
Te 

T0 
T„ 
V 

Value 

3.075 m m 
3.04 cm 2 / s 
0.0 
254.0 m m 
914.4 m m 
101.3 kPa 
101.3 kPa 
471° C 
316° C 
471°C 
5.18 m/s 

(a) Valid for all calculations except where noted. 

A-(rh;h ( t )+i* ( t )] (33) 

Equation (33), with functions F\ and F% given by equations (16) 
and (20), was used in the numerical solution of the problem. 

Further, it should be noted that the initial bubble radius, Ro, 
may be an arbitrary input value to the solution. In a physical sys­
tem there usually exists a range of bubble radii. Values of RQ em­
ployed in this study were in the range of interest to LMFBR sys­
tems. 

In addition, it should be also observed that initially there exists 
mechanical equilibrium between bubble and solution, but not 
mass equilibrium, since the diffusion equation (18) is not satisfied 
at time equal to zero. Instead, the mass fraction is taken as con­
stant and equal to coo for '' > R, arid at the interface, r = R, the 
mass fraction is taken as o>s(0). This step change in mass fraction 
at t = 0, in addition to the temperature rise and pressure drop in 
the liquid-gas solution along the heated section of the system, is a 
forcing function for the problem. Thus, even under isothermal and 
isobaric conditions, the bubble changes size until an equilibrium 
condition is reached. 

Finally, it is of interest to note that there is a single value of ini­
tial radius, Ro, which would satisfy all equations, including (18), at 
t = 0. Such a bubble would initially be in both mechanical and 
mass equilibrium, where cos(0) = o>o. However, for LMFBR condi­
tions, this radius is larger than the size range of physical signifi­
cance." Thus, the mathematical treatment described in the forego­
ing was employed. 

R e s u l t s a n d D i s c u s s i o n 
Bubble Dynamics Under Steady-State LMFBR Conditions. 

Since the application of primary interest to this study is the evalu­
ation of the behavior of an inert gas bubble as it passes through an 
LMFBR operating conditions as summarized in Table 1. During 
these experiments (as well as those reported in [1]), gas bubbles 
were observed to enter and completely traverse the heated region; 
thus, the following calculations all utilize the same conditions list­
ed in Table 1, except where specifically changed and listed in each 
figure. 

LMFBR operating conditions as summarized in Table 1. During 
these experiments (as well as those reported in [1], gas bubbles 
were observed to enter and completely traverse the heated region; 
thus, the following calculations all utilize the same conditions list­
ed in Table 1, except where specifically changed and listed in each 
figure. 

The first study investigated the dynamics of various sized bub­
bles as they were introduced at the entrance to a heated zone 
under conditions simulating normal steady-state LMFBR opera­
tion. These results are summarized in Figs. 2-4. It is apparent that 
all bubbles over a large range in initial size survive the transit 
through such a zone; in fact, a slow growth rate was observed in all 
cases. The variation of ps,g and mass ratio with time as shown in 
Figs. 3 and 4 indicate that mass is diffusing into the bubbles, but 

0 0.05 0.10 0.15 0.20 
TIME, t(S) 

Fig. 2 Results for nominal operating conditions: bubble radius 

at a rate sufficiently slow so as not to be able to counteract the de­
crease in pB,g accompanying the bubble growth. 

Under a different system arrangement from that shown in Fig. 1, 
the plenum temperature, T„, can approach the inlet temperature, 
To. This condition may reverse the direction of mass diffusion 
from the results presented for the normal conditions of Table 1. As 
an example, a calculation was made setting T™ = 100°C which is 
below To and of course unrealistic for reactor operation. This value 
was chosen for demonstration purposes and represents the largest 
potential for mass diffusion out of the bubble. The results shown 
in Figs. 2-4 for Ro = 1/im, indicate that the bubble grows at a rate 
similar to the normal case even though the mass of argon in the 
bubble declines drastically, indicating that the liquid sodium pres­
sure and temperature along the channel are controlling the bubble 
size rather than diffusion. Thus, as expected for the normal cases 
presented, the bubbles grow as they traverse the channel, and dif­
fusion is a secondary mechanism. In terms of normally operating 
LMFBR systems, any inert gas bubble reaching the inlet to the 
core will traverse the core. It is interesting to note, however, that 
the rate of bubble growth in the core is slow, and nearly indepen­
dent of plenum temperature (two extremes have been presented) 
and initial bubble radius, Ro- This independence of Ro occurs even 
though the magnitudes of argon pressure and mass in the bubble 
are quite sensitive to initial radius. 

Bubble Dynamics Under Abnormal LMFBR Conditions. 
The preceding results have indicated that inert gas bubbles will 

m 

~ 0 0.05 0.10 0.15 0.20 
| ' TIME, t(s) 

Fig. 3 Results for nominal operating conditions: inert gas partial pressure 
in bubble 
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Fig. 5 Results for nominal case with an increased temperature rise 

survive the transit of an LMPBR core during normal operating 
conditions. The behavior of these bubbles under certain abnormal 
conditions will now be examined in this section, with primary em­
phasis on situations where large temperature, pressure, and/or 
mass concentration gradients exist. The types of gradients chosen 
will be such that mass diffusion is enhanced. 

The first such case investigated was that of an over temperature 
situation where the core exit temperature was 686°C with a ple­
num temperature of 100°C to further promote diffusion; all other 
parameters were as listed in Table 1. The results are shown in Fig. 
5 and indicate that mass diffusion from the bubbles is increased 
from the normal case (curve 4 of Fig. 4), but the bubbles still con­
tinue to grow as they move through the channel, in fact, at a rate 
slightly higher than the normal case. In this case, the sodium vapor 
pressure became important, and although the diffusion of inert gas 
from the bubble was increased, it was not sufficient to alter the 
trend of bubble growth. Thus, inert gas bubbles will still survive 
the transit through a core with a moderate power-to-flow mis­
match. 

A second case studied was that of a nearly total LMFBR subas­
sembly inlet blockage with continued full power operation. This 
situation was simulated by reducing the liquid velocity to 0.01 m/s 
and setting the liquid pressure drop to zero; all other parameters 
were as per Table 1. In this case, the bubble transit time through 
the heated channel became 91 s. As shown in Fig. 6, the bubble 

grew rapidly and approached the channel diameter at 0.423 s cor­
responding to a position 4.23 mm from the channel inlet. The tem­
perature at this point was 814°C. Inert gas is seen to enter the 
bubble by diffusion and the rapid growth rate after approximately 
0.4 s is due to the large sodium vapor pressure inside the bubble. 
The inert gas pressure inside the bubble is seen to decrease sharply 
at this time. Pressure oscillations shown in Fig. 6 were calculated 
during the early stages of bubble growth, the envelope of which is 
shown as dashed lines. This observation will be discussed later. 

The results presented to this point indicate that under normal 
and some extreme abnormal LMFBR operating conditions, inert 
gas bubbles that enter the core will grow as they traverse the core 
to the plenum. This bubble survival has favorable implications 
from the standpoint of sodium superheat under conditions of in­
cipient boiling. Nucleation would occur from the gas bubbles; the 
superheat would then be essentially zero, and available energy for 
coolant expulsion would be minimized. This result is independent 
of plenum temperature and initial bubble size of the ranges inves­
tigated. Some experimental evidence of this phenomenon was 
found in the experiments of [1, 3] where bubbles were observed in 
the heated channel under conditions of a relatively hot plenum 
temperature as specified in Table 1. (Note that the results of [3] 
also indicate that for colder plenum temperatures, inert gas bub­
bles are unlikely to enter the core.) In terms of mass diffusion, the 
results presented show that under conditions of large temperature 
gradients which produce large potentials for diffusion, this mecha­
nism is not strong enough to alter the trends of the normal operat­
ing case in terms of bubble survival. 

Bubble Dynamics Under Constant Pressure and Tempera­
ture Conditions. In this section, the response of vapor-gas bub­
bles in an environment of constant liquid pressure and tempera­
ture to changes in the ambient dissolved gas concentration is stud­
ied. This is mathematically equivalent to placing an argon bubble 
into an infinite medium of liquid sodium at constant temperature 
and pressure with the partial pressure of the gas in the bubble not 
being in equilibrium with the dissolved gas concentration in the 
liquid. For the case where the sodium was subsaturated with argon 
gas compared to bubble conditions of temperature and argon gas 
pressure, inert gas diffuses out of the bubble, and the bubble must 
collapse. In this case, diffusion is the only mechanism acting to 
change the bubble size. However, it is observed from Fig. 7 that the 
rate of collapse is quite sensitive to initial bubble radius, a result 
not observed in any of the results presented previously, although 
both the gas pressure and mass are still very sensitive to Ro- For Ro 
= lfim this case was re- evaluated using a diffusion coefficient larger 
than the value of Table 1 by a factor of 104. The results are shown 
in Fig. 8 and are not dissimilar to the normal diffusivity case. The 
process has been significantly accelerated, and large oscillations 
were found in both the gas pressure and radius for the accelerated 

0.2 0.3 
TIME, Ms) 

Fig. 6 Results for simulated core blockage case 
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T I M E , 1 (5) 

Fig. 7 Results for constant pressure and temperature: subsaturated liq­
uid-gas solution 

0 0.0004 0.0008 2 4 6 8 

TIME, t i l03(S) 

Fig. 8 Results for constant pressure and temperature: subsaturated liq­
uid-gas solution with increased mass diffusivity 

case. The steady state solution is of course identical for both values 

A final calculation was made for the isothermal, isobaric system 
in which the liquid sodium was supersaturated with argon gas 
based on bubble gas pressure and temperature. In this case, diffu­
sion of gas is from the liquid into the bubble, and the bubble grows 
as shown in Fig. 9. The results of artificially accelerated growth by 
increased diffusion coefficient are also presented for this case in 
Fig. 9. 

Oscillations in results have been shown in Figs. 6 and 8. The fact 
that these instabilities are not a numerical problem within the so­
lution will be apparent from the following description of the com­
puter programs employed. The task of perfecting the computer 
program used in this study was hampered by the lack of a known 
solution to use as a test case. To alleviate this problem, a second 
computer program was written independently as a check on the 
first. The second program neglected the effect of the time rate of 
change of ps in equation (4) and solved a simplified set of equa­
tions (e was not required) using a different numerical method. The 
results of both programs with and without the effect of I produced 
the same numerical results to three significant figures for the nor­
mal cases of Figs. 2-4. The instabilities of Figs. 6 and 8, apparently 
an inertia effect, were obtained with both programs and were inde­
pendent of the time step size over a thousand-fold range. 

0 20 10 60 80 100 120 140 

TIME, I»I03(S) 

Fig. 9 Results for constant pressure and temperature: supersaturated liq­
uid-gas solution 

Conclusions 
The primary conclusion of this study is that under both normal 

and extreme abnormal LMFBR operating conditions, inert gas 
bubbles (argon) that enter the core will be transported through the 
core slightly increased in size. This conclusion is valid for initial 
bubble radii from 1 to 1000 (im and outlet plenum temperatures 
from 100 to 686° C. Even under conditions of extreme reactor ther­
mal gradients amplifying the potential for diffusion of inert gas 
out of the bubble, diffusion was found to represent a secondary ef­
fect. In one case the bubble was observed to grow as it traversed 
the core even as mass diffused out of the bubble into the sodium. 

The results for isothermal, isobaric systems in which diffusion 
was the only mechanism influencing bubble size revealed growth 
or collapse rates highly dependent on initial bubble radius, RQ. 
These results exhibited similar trends in the case of artificially ac­
celerated diffusion, and in some instances either damped or un­
damped instabilities were observed. 
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Subcooled Decompression 
Analysts in PWR LOCA 
The thermo-hydraulic behavior of the coolant in the primary system of a nuclear reactor 
is important in the core heat transfer analysis during a hypothetical loss-of-coolant acci­
dent (LOCA). The heat transfer correlations are strongly dependent on local thermo-
hydraulic conditions of the coolant. The present work allows to calculate such thermohy-
draulic behavior of the coolant during subcooled decompression in PWR LOCA by solv­
ing the mass, momentum, and energy conservation equations by.the method of charac­
teristics. Detailed studies were made on the transient coolant outflow at the pipe rup­
ture and the effect of frictional loss and heat addition to the coolant on the decompres­
sion. Based on the studies, a digital computer code, DEPCO-MULTI, has been prepared 
and numerical results are compared with the ROSA (JAERI) and the LOFT (NRTS) 
semiscale test data with various coolant pressures, temperatures, pipe break sizes, and 
omplexity of flow geometry. Good agreement is generally obtained. 

Introduction 

Subcooled decompression in a primary coolant system of a pres­
surized water-cooled reactor (PWR) during a hypothetical loss-of-
coolant accident (LOCA), a design basis accident, has received 
much attention in PWR safety assessment by the following rea­
sons: the heat transfer correlations applied to the core heat trans­
fer analysis in LOCA are strongly dependent on local thermo-hy­
draulic conditions of the coolant, that are changing rapidly; a large 
oscillatory pressure decrease of short duration is observed in the 
subcooled water during LOCA, and therefore primary coolant sys­
tem components such as circulation pumps, steam generators, and 
reactor vessel internals such as core barrel and fuel assemblies, to­
gether with emergency core cooling system (ECCS), must be de­
signed to withstand the pressure load. 

Many methods have been developed to predict behavior of sub­
cooled decompression following a LOCA. Among these are the dig­
ital computer codes BAM [l],1 BURST [2], WHAM [3], and 
BLODWN-2 [4]. These codes have been checked for applicability 
to subcooled decompression tests for cooling systems of the various 
degrees of complexity. Considerations have further been extended 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OP HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division December 26, 1974. Paper No. 76-HT-M. 

to the degree of coincidence of the code with the test data, versatil­
ity of the computer program, easiness of the data preparation and 
computation time [5, 6, 7, 8]. 

In this report, detailed studies are made on the transient coolant 
outflow at the pipe break location and on the effect of the friction­
al loss and heat input to coolant on the subcooled decompression 
by solving the mass, momentum, and energy conservation equa­
tions by the method of characteristics. The main interest of the 
present study is directed to the subcooled water state, but also 
two-phase state is taken into account by the use of no-slip homoge­
neous model in the region where the coolant pressure falls below 
the saturation pressure due to the oscillatory character of the pres­
sure during the subcooled decompression. Based on the studies, 
the digital computer code DEPCO-MULTI (Subcooled Decom­
pression Process in Loss-of-Coolant Accident-Multiple Pipe Net­
work) has been prepared and numerical results are compared with 
the ROSA (Rig of Safety Assessment, JAERI) and the LOFT (Loss 
of Fluid Test, NRTS) semiscale test data. 

It should be mentioned that the present analysis is applied only 
in the subcooled decompression process which precedes the transi­
tion and the saturation decompressions. 

Fundamental Equations and Solutions 
For the analysis of decompression of high enthalpy water in a 

PWR primary coolant system during LOCA, mass, momentum, 
and energy conservation equations in a one-dimensional system 
can be written as shown in the following based on the following as­
sumptions [9]: 
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1 The radial variation of coolant parameters is disregarded, 
and the flow is one-dimensional in order to avoid the analytical 
complexity without losing physical interpretation of the pertinent 
parameters. 

2 The coolant is in thermal equilibrium during any period of 
rapid perturbation. The degree of this thermal nonequilibrium can 
be considered small and the quantitative nature of this is not 
known so far. 

3 Heat transfer and buoyancy effects are negligible. 
4 The frictional loss is assumed to have the value of steady 

state. 
Continuity Equation. 

dp du dp pu dA 
h p V u 1 = 0 

at dx ax A dx 

Momentum Equation 

du au 1 ap 
+ u — + — - + F = 0 

ot ax p ox 

Energy Equation. 

D pa 
q + uF = — (cuT) +— (Au) 

Dt pA ex 

where wall friction in steady state is represented as 

De 2 

(1) 

(2) 

(3) 

(4) 

and the factor u/\ u\ is introduced in order that the frictional force 
always acts opposite to the direction of motion. Equation (3) can 
be transformed to (Appendix A) 

k'(q + uF) = I h u — I - c2 ( \- u — 
\dt dx/ \3t dxl 

(5) 

\dp/ P 
(6) 

where the function k' is defined as follows 

>df\ 

\dp) 

and the function / represents the coolant internal energy as a func­
tion of pressure and density, i.e., cuT = f(p, p). The conservation 
equations (1), (2), and (5) are a set of quasi-linear hyperbolic dif­
ferential equations and hence the solution can be derived by the 
method of characteristics as follows [10]: 

I—Characteristic 

(—) = u + c 
\dt/i 

1 uc dA 
(duh + — (dph + -(dth 

pc A dx 

+K'-^)-v] 

(7a) 

(dt)i = 0 (76) 

II—Characteristic 

/dx 

\dt 
) = u — t 

/ I I 

(du)u (dp)n — (dt)n 
pc A dx 

[ F ( 1 + ^ ) + ^ ] ( A ) „ = 0 (86) 

III—Characteristic 

( 
dx\ 
— = u 
dt I m 

( d p ) m - c2(dp)m = k'(q + uF)(dt)m 

(9a) 

(9b) 

A detailed description of derivation of equations (7), (8), and (9) is 
given in reference [11]. 

Equations (7a) and (8a) represent the propagation of pressure 
waves, in a one-dimensional system, with sonic velocity in opposite 
directions within the fluid system. The wave propagation is accom­
panied by the characteristic values (u, p) whose variation is gov­
erned by equations (lb) and (8b). Equation (9a) gives the locus of 
a coolant particle along which coolant density variation dp is inte­
grated. Once the coolant pressure and density are calculated, other 
property values can readily be determined. The right-hand term 
k'(q + uF)(dt)m in equation (9b) is proportional to the increase of 
coolant entropy, as shown in reference [11]. If this value is small 
compared to the left-hand terms in equation (9b), the coolant den­
sity will vary along an isentropic process. Equation (96) then be­
comes a relation defining coolant sonic velocity. 

O r d e r - o f - M a g n i t u d e E s t i m a t i o n and S impl i f i ca t ion of 
t h e C h a r a c t e r i s t i c E q u a t i o n 

Before proceeding to obtain a numerical solution of equations 
(7), (8) and (9), an order-of-magnitude analysis of the individual 
terms is necessary to simplify the characteristic equations so that 
the computation for a full scale PWR primary coolant system can 
be made within reasonable computer time with sufficient accuracy. 

The order-of-magnitude of the individual terms of equations 
(76), (86) and (96) is examined in Appendix B by the use of the 
thermo-hydraulic parameters of typical 1000 MWe PWRs, which 
are shown in Table 1, and the result is summarized in Table 2. It is 
assumed by comparing the values in Table 2 that the terms 
k'uFdtl(pc) and k'qdtl(pc) axe neglected in comparison with the 
terms du, dp/(pc) and Fdt in equations (76) and (86). Similarly 
the terms dp and c2dp are considered in equation (96), but the 
terms k'uFdt and k'qdt are neglected. Then equations (76), (86), 
and (96) are, respectively, simplified to 

(du)i+ (dp)il(pc) + F(dth = 0 

(du)u - (dp)n/(pc) + F(dt)n = 0 

(dp)m - c2(dp)m = 0 

(10) 

(11) 

(12) 

where the term of the gradual change of cross-sectional area is not 
considered but an abrupt change will be used instead. As already 
mentioned, equation (12) is the relation defining sonic velocity and 
the decompression follows on the isentropic process. 

,„ j M e t h o d of C o m p u t a t i o n 
In the finite difference solution of equations (7a), (8a), (10), and 

- N o m e n c l a t u r e -

A = cross-sectional flow area 
c = sonic velocity 
cs ~ sonic velocity in saturated steam 
c„ = specific heat at constant volume 
cw = sonic velocity in saturated water 
De = equivalent diameter 
/B = friction factor 
F = wall frictional loss 
k' = (df/dp)/,-1, equation (6) 
p = pressure 

Ap = pressure loss 
q = rate of heat transfer per unit time and 

mass of coolant 
Re = Reynolds number 
s = entropy 
t = time 
At = time mesh spacing 
T = absolute temperature 
u = velocity of flow 
x = spatial coordinate 

Ax = spatial mesh spacing 
a = steam volume fraction 
fs = steady pressure loss coefficient at pipe 

break 
ft = transient pressure loss coefficient at 

pipe break 
T) = orjfice area ratio 
p = density 
ps = saturated steam density 
pw = saturated water density 
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(11), the method of fixed mesh-spacing in the space coordinate and 
variable mesh-spacing in the time coordinate is used in the first-
order accuracy calculation [12]. The effect of higher-order accura­
cy computation on the computed results is examined, and it is 
found that the effect is negligibly small. 

The coolant pressure, velocity, density, and sonic velocity are 
known functions of x at time t either from the initial conditions or 
from the results of the previous calculation step. The values at 
time (t + At) must then be determined (Fig. 1). The time step At 
is obtained from 

At = -
Ax 

(13) 

max (u(t,x) + c(t,x)) 

The characteristic directions I and II crossing at a typical point (x, 
t + At) are determined by equations (7a) and (8a) using the cool­
ant velocity and sonic velocity at point 3, shown in Fig. 1. The 
points 1 and 2, where the characteristic lines I and II intersect the 
previous time line, can then be obtained. The coolant pressure and 
velocity at points 1 and 2, i.e., p i , ui, p% and ui are calculated by 
interpolation using the values of neighboring points (x - Ax, t) 
and 3, and 3 and (x + Ax, t), respectively. The pressure and veloci­
ty at the typical point, i.e., p(x, t + At) and u(x, t + At), can then 
be derived from the following equations which are, respectively, 
equations (10) and (11) in a difference form. 

[u(x, t + At) - m] + [p(x, t + At) - pi ] / (pc) 3 + FAt = 0 
(14) 

[u(x, t + At) - u2] - [p(x, t + At) - p2]/(pc)a + FAt = 0 

where the pressure loss is given by 

/B u3
2 u3 

De 2 ' ' " 3 

h-
[ Re/64 

I 0.316 RB-°-26 

Re < 3000 

Re > 3000 

(15) 

(16) 

(17) 

The Martinelli-Nelson multiplier has been used in calculating the 
two-phase flow pressure loss. 

Once the new pressure is determined, the corresponding proper­
ties of the coolant can be calculated by integrating from point 3 
along an isentropic process. 

B o u n d a r y Condi t ions a n d t h e P r o p e r t i e s of Coolant 
As seen in the previous sections, the simplified characteristic 

equations can treat subcooled decompression in a pipe with uni­
form cross-sectional area except at its end. Therefore, additional 
relationships representing the pipe end boundary conditions and 
also connecting conditions for pipes having different cross-section­
al area are needed to apply equations (14) and (15) to a complicat­
ed PWR primary coolant system. The end conditions to be consid­
ered are "break end," "dead end," "open end," and "constant pres­
sure end." The pipe connecting conditions are given at multiple 
pipe connection points and coolant flow restrictions in a pipe-net­
work. 

End Conditions. At one end of a pipe, depending on whether it 
is the right-hand or left-hand end in the x coordinate either one of 
the equations (14) and (15) must be replaced by the relationship 

i + A i 

X-AX X X+AX 
X 

Fig. 1 Method of computation 

representing the end condition. 
The pipe break end with and without an orifice plate shows very 

characteristic behavior due to the highly transient nature of the 
coolant outflow to the the environment and has a most significant 
effect on the computed results. It is considered that the coolant 
outflow at the pipe break end is an inertia dominated flow and 
that choked flow is not attained during the subcooled decompres­
sion due to the low initial velocity of the coolant and the high 
choking velocity of compressed water. The present analysis em­
ploys Daily's work on transient pressure loss in sharp-edged orifice 
plates and in smooth pipes where variations of flow parameters 
across the pipe cross section are considered in addition to the axial 
variation [13]. According to reference [13], the transient pressure 
loss through the orifice, Apo, is calculated by 

Apo = ft/>"2/2 

where the transient pressure loss coefficient is given by 

ft 
, 2V /du\ 

(18) 

(19) 

In equation (19), V represents the coolant volume within control 
surface and fs is the steady pressure-loss coefficient given by 

f, = (l/i, - 1)(2.75A, - 1.56) 

with an orifice plate (partial break) and 

fs = JB 
Ax 

(20) 

(21) 

without an orifice plate (full break). The coefficients, ci and c2, are 
an inertial coefficient and a measure of the deviations of boundary 
resistance and momentum flux due to unsteadiness. For the partial 
break, these coefficients are a function of the orifice area ratio 
only, and they are determined from experiment when y\ = 0.3, 0.5, 
0.7. For other orifice area ratios than these values, the coefficients 
are determined by either interpolation or extrapolation from 

(ci + c2) = 2.63T;2 + 9.20?/ - 7.00 (22) 

For the full break, the value of (ci + c%) = 1.01 and 1.62 are used 
for accelerated and decelerated flows, respectively. It is assumed 
that the orifice back pressure is kept to the saturation pressure at 
the coolant temperature at the break location because of the rapid 
adiabatic expansion of coolant at the downstream of the orifice 
plate. This assumption is considered to be valid till the time when 
the pressure difference across the orifice plate becomes zero. 

The dead end and the open end conditions have been considered 
in the same way as reference [9], and discussions on these end con­
ditions and the constant pressure end condition are given in refer­
ence [11]. 

Connecting Conditions. At a connection point of a multiple-
piping, the total mass influx to the point is assumed to be zero. In 
addition, the pressure loss caused by abrupt change in cross-sec­
tional area and flow restrictions such as grid assembly, flow mixer 
plate and upper and lower core plates are calculated from steady-
state relations. The pressure losses at points of connection of more 
than two pipes are not taken into consideration. Connection up to 
a maximum of six pipes are considered in the computer code. 

The Properties of Coolant. The properties of compressed 
water for the computation are calculated by the computer code 
based on the relations of The International Formulation Commit­
tee of The Sixth International Conference on The Properties of 
Steam [14], moreover the properties of saturated water and steam 
are calculated because the present theory is applied to the two-
phase flow with no-slip homogeneous assumption. Sonic velocity in 
two-phase mixture is determined by the following relation [15] 

— = [aps + (1 - a) Pw] 7^ + 77^J (23) 

Equation (23) is more pertinent to the homogeneous mixture of 
noncondensible gas and water rather than the mixture of condensi-
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ble steam and water, but it is used because of the fact that the 
coolant nonequilibrium effects preclude rapid phase change 
caused by the pressure change during a short period of computa­
tional time interval [15]. The effect of pipe wall elasticity on de­
compression is considered by the theory shown in reference [16]. 

Discussion 
Based on the considerations given in the previous sections, the 

computer code DEPCO-MULTI has been prepared for use with 
the digital computer FACOM 230-60. Numerical results are com­
pared with the test data of the ROSA-I, the ROSA-II and the 
LOFT semiscale 500, 600, 700, and 800 series tests with various 
coolant pressures, temperatures, pipe break sizes, and complexity 
of flow geometry. Good agreement is in general obtained. More­
over the effect of spatial mesh spacing and vessel wall elasticity on 
the computed results is examined. In what follows, the DEPCO-
MULTI results will be compared with the test data in terms of 
pressure only. The comparison with the other quantities has not 
been made because these data during subcooled decompression 
process are not available. 

Comparison With The LOFT Semiscale 800 Series Test 
Data. The LOFT semiscale 800 series test facility and the test re­
sults are reported in reference [17]. The testing facility consists of 
a simulated single-loop reactor coolant system containing a simu­
lated reactor vessel (368 mm ID and 1625 mm height, without ves­
sel internals), a steam generator (43 coolant tubes of 13.5 mm ID 
and 844 mm long), a coolant circulation pump, control valves and 
piping (103 mm ID). A pressurizer and auxiliary heaters are 
equipped. A double-ended blowdown or a single-ended blowdown 
occurs at the hot-leg of the facility by breaking rupture disks. 

Table 1 Major thermo-hydraullc parameters of typical 1000 MWe PWRs 

Nominal operat ing pressure 158 kg/cm 2 abs 
Heat o u t p u t at full power 3.4 X 106 kW 
Coolant hot-leg 325 deg C 

t empera tu re 
Coolant cold-leg 

t empera tu re 
Coolant mean tempera ture 
Tota l coolant volume 
Circulation p u m p developed 6.0 kg/cm 2 

pressure 

289 deg C 

307 deg C 
350 m 3 

More detailed information on the test facility and the experimen­
tal procedure is written in reference [17]. 

Fig. 2 shows the calculated pressure histories at the hot-leg and 
the pressure vessel inlet in comparison with the test data for a 10 
percent single-ended break. Major test conditions are listed in 
Table 3. Fig. 3 is the comparison with the 200 percent double-
ended break test data at the steam generator inlet and the pres­
sure vessel inlet. The calculated results of the LOFT semiscale 800 
series test are obtained by dividing the test loop into 624 spatial 
mesh points with the mesh spacing of Ax = 4 cm. As seen in these 
figures, the agreement between the calculated and measured pres­
sure histories is generally good. 

Comparison With The ROSA-II Test Data. ROSA-II project 
is going on at JAERI to study the blowdown phenomenon and the 
effectiveness of ECCS during PWR LOCA. Schematic layout of 
ROSA-II test facility is shown in Fig. 4. An emergency core cooling 
system and coolant discharge pipings are equipped, but these are 
not shown in the figure for the simplicity of illustration. The facili­
ty has two primary coolant circulation loops, these are "the unbro­
ken loop" and "the broken loop." Each loop has a steam generator 
and a coolant circulation pump and moreover the broken loop has 
two break units and a quick shut valve to simulate single-ended 
and double-ended breaks. Each break unit has a rupture disk, a 
rupture initiation needle and a sharp-edged orifice plate which 

STEAM GENERATOR 

PRESSURIZER 

PRESSURE VESSEL 

STEAM GENERATOR 

CIRCULATION PUMP 
CIRCULATION PUMP 

BREAK UNITS 

UNBROKEN LOOP 

TO DISCHARGE PIPING 

BROKEN LOOP 

Fig. 4 Schematic layout of ROSA-II facility 
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Table 2 Order-of-magnitude of the terms of characteristic equations 

Charac­
teristic 
Direc­
t ions du 

I & II 1 3 

III — 

dp 

— 

8.3 
X 10 5 

5_E 
PC 

13 

— 

c2dp 

— 

9.7 
X 10 5 

k ' u F d t 

F d t k ' u F d t pc k ' qd t 

1.6 — 1 0 - 2 — 

— 6.9 — 5.8 
X 10 2 X 10" 

k ' q d t 

pc 

8.6 
X 1 0 " ' 

— 

simulate a break size. The vessel internals such as a simulated 
core, a core barrel, a flow mixer plate and core plates are inserted 
in the pressure vessel. Major parameters of the ROSA-II facility 
are shown in Table 4. 

Fig. 5 is the calculated pressure histories at the top of the pres­
sure vessel and the hot-leg of the unbroken-loop in comparison 
with the test data for 28.3 percent single-ended break (blowdown 
from the break unit 1) at the cold-leg. Test conditions are listed in 
Table 3. As seen in the figure, good agreement is also obtained. 

Even though the present comparisons are made only with the 
pressure data, the code is capable of calculating other quantities 
such as coolant velocity, temperature, density, and sonic velocity. 
These quantities however can not be measured during the sub-
cooled decompression duration due to the rapid change of these 
quantities and due to the presence of high pressure and tempera­
ture coolant. Thus, only the calculated coolant velocity in the 
ROSA-II simulated core is shown in Fig. 6. As known from the fig­
ure, flow reversal occurs in the core region and coolant velocity ap­
proaches to zero at the end of the subcooled decompression. 

Conc lus ions 
The digital computer code DEPCO-MULTI has been developed 

for the calculation of subcooled decompression in a multiple pipe 
network such as a PWR primary coolant system. The code is capa­
ble of calculating coolant velocity, pressure, temperature, density, 
sonic velocity and kinematic viscosity as functions of space and 
time, and hence all the necessary parameters for the core heat 
transfer analysis in PWR LOCA can be determined by the code. 
The comparison of the calculated results with the ROSA-I, the 
ROSA-II and the LOFT semiscale 500, 600, 700, and 800 series test 
data was made and it showed good agreement with the data. 
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Table 4 Major parameters of ROSA-II test facility 

Coolant pressure, kg/ 
(cm2abs) 

Coolant t empera tu re , 
d e g C 

Total coolant volume, 
m 3 

Pressure vessel 
Core section I.D., 

m m 
Upper p lenum I.D., 

m m 
Lower p lenum I.D., 

mm 
Core barrel O.D., 

m m 
Axial length, m m 
Coolant volume, m 3 

Simulated core 
Number of fuel rods 
Number of tie rods 
Fuel rod O.D., mm 
Pitch (square array) , 

mrn 
Heated length, m m 
Number of spacers 
Tota l heating 

power, MW 
Pressurizer (electric 

heating) 
Shell I .D., m m 
Axial length, mm 
Volume, m 3 

160 

325 

0.854 

280 

380 

340 

238 

4,855 
0.292 

96 
13 
10.7 
14 .3 

1,500 
3 
2.24 

280 
2,550 
0 .133 

Primary coolant loops 
Hot leg piping I.D., m m 
Hot leg length, m m 
Cold leg piping I.D., m m 
Cold leg length, mm 
S.G.-pump piping I.D., 

m m 
S.G.-pump piping length, 

m m 
Coolant volume, m 3 

Steam generators 
Number of U-tubes 
U-tube I.D., m m 
Mean U-tube length, m m 
Primary coolant volume, 

m 3 

Circulation p u m p s (canned 
type) 

Circulation r a t e , m 3 /min . 
Developed head, kg /cm 2 

Unbroken 
loop 

87 .3 /108 
4 ,665 
87 .3 
4 ,263 
87 .3 

754 

0.097 

1 2 3 
14.4 
6,450 
0 .225 

1.4 
1.1 

Broken 
loop 

43.1 
4 ,543 

43 .1 /57 .3 
7 ,884 
57 .3 

1,296 

0.034 

51 
14.4 
4,970 
0 .073 

0.46 
1.1 
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APPENDIX A 
Equation (1) is transformed to 

p a p zap ap\ 
— —(Au) = ( — + u —) 
pA ax p2 \at ax/ 

(Al) 

On the other hand, the internal energy term in equation (3) can be 
represented as follows 

Z-lc.Ti-f*) (i» + u HE)+ (!L) /!E + U!!!!\ (A2) 
Dt \ap/P \at ax/ \ap/p \at ax/ 

where the function / represents the internal energy as a function of 
pressure and density, i.e., cuT = f{p, p). By substituting equations 
(Al) and (A2) into the right-hand terms of equation (3) and rear­
ranging the terms, equation (3) can be transformed to 

(af/ap)p - p/p2 /ap_ q + uF 

• ( 

V u — ) + -
at ax) 

(* + u*) (A3) 
\at ax/ (af/ap)p \at ax/ (af/ap)p 

The following equation is derived from the well-known thermody­
namic relationship, i.e., Tds = df + pd(l/p) 

Td.-(£) dP+\(*) -£\d„ (A4) 
\ap/P L\ap/ P pzA 

Equation (A4) can be transformed as follows by the isentropic con­
dition 

(af/dP)p - pip1 _ _ /dps 

(afhp)„ \dp/s 
(A5) 

Equation (A3) is then represented as follows by substituting rela­
tion (A5) into the right-hand term of equation (A3) 

fc,(, + uF) = p + u £ E ) _ c 2 / £ £ + „££) (5) 
\at ax/ \at ax/ 

where the function k' is defined by equation (6). 

APPENDIX B 
The order-of-magnitude of the terms of equations (lb), (8b), 

and (9b) is examined in a case of the cold-leg break which is the 
most severe LOCA for subcooled decompression, by the use of the 
thermo-hydraulic parameters of typical 1000 MWe PWRs, shown 
in Table 1. 

The coolant pressure decreases from the reactor operating value 

50 75 100 125 150 175 200 
TIME (MSEC.) 

Fig. 6 History of calculated coolant velocity in ROSA-II fuel assembly 
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(158 kg/(cm2 abs.)) to the saturation pressure (=^75 kg/(cm2 abs.)), 
which corresponds to the cold-leg temperature, within few hun­
dred milliseconds depending on the break size. The terms propor­
tional to the pressure change in equations (76), (86), and (96) are 
thus approximated by dp =a 0.83 X 106 kg/m2 and dpl(pc) ~ 13 
m/s with the values of p ca 74 kg s2/m4 and c a 900 m/s which are 
the coolant specific density and the sonic velocity at the reactor 
operating pressure and temperature. The corresponding change in 
coolant velocity is then determined as du, =« 13 m/s by using the 
relation du = dpl(pc) which is derived from equation (86) by ne­
glecting the terms of wall friction, heat input and cross-sectional 
area change as the first approximation. The term c2dp in equation 
(96) has the value of 9.7 X 105 kg/m2 because coolant specific 
masses have the values of 74 and 72.8 kg s2/m4 before LOCA and 

after the saturation state at the end of the subcooled decompres­
sion, respectively. 

The terms proportional to the heat input in equations (76), (86), 
and (96) are k'qdt c*. 5.8 X 104 kg/m2 and k'qdt/ipc) a; 0.86 m/s 
since the value of k' is derived from the steam table as 1.8 X 105 

kg2/(m2-kcal) and the heat input is calculated from Table 1 as q m 
3.2 kcal/(kg-s). 

The mean frictional loss in a coolant system is determined from 
the circulation pump developing pressure App in Table 1 by the 
relation F = A.pp/(pL) a* 16 m/s2 when the length of coolant sys­
tem, L, is approximately 50 m in each of coolant loops. With this 
value for the terms proportional to the frictional loss, Fdt ^ 1.6 
m/s, k'uFdt =* 6.9 X 102 kg/m2 and k'uFdtl(pc) c* 1.0 X 10~2 m/s 
are calculated. These values are summarized in Table 2. 
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Asymptotic Analysis of the 
Average^ Steady^ Isothermal Flow 
in Coupled, Parallel Channels 
The conservation equations of mass and momentum are deriued for the average flow of 
gases in coupled, parallel channels, or rod bundles. In the case of gas-cooled rod bundles 
the pitch of the rods is relatively large so the flows in the channels are strongly coupled. 
From this observation a perturbation parameter, e, is deriued and the descriptive equa­
tions are scaled using this parameter, which represents the ratio of the axial flow area to 
the transverse flow area, and which is of the order of 10~3 in current gas-cooled fast 
breeder reactor designs. By expanding the velocities into perturbation series in t the 
equations for two channels are solved as an initial value problem, and the results com­
pared to a finite difference solution of the same problem. Then, the N-channel, problem 
is solved to the lowest order as a two-point boundary value problem with the pressures 
specified at the inlet and the outlet. It is concluded from the study that asymptotic 
methods are effective in solving the flow problems of rod bundles; however, further work 
is required to evaluate the possible computational advantages of the methods. 

Introduction 

Parallel, coupled flow channels arise in the rod-bundle geometry 
of nuclear reactor cores, and of many heat exchangers where heat 
is generated inside the rods and removed from the outside of the 
rods by a fluid flowing predominantly in the axial direction. This 
geometry has been in use for many years in water-cooled thermal 
reactors, but now it is also being applied in the design of liquid-
metal-cooled and gas-cooled fast breeder reactors. A typical rod 
bundle is shown in Pig. 1, which is the cross-sectional view of a fuel 
element design for a gas-cooled breeder reactor [l].1 

To assure high thermal efficiency and safety of these reactors, it 
is necessary to accurately predict the turbulent flow and heat 
transport processes in the rod bundles. This is an exceedingly dif­
ficult problem viewed from basic principles, not only because of 
the complicated geometry, but also because the equations of mo-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, New York, N.Y., November 17-22, 1974, of THE AMERI­
CAN SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript re­
ceived by the Heat Transfer Division, April 4, 1975. Paper No. 74-WA/ 
HT-4. 

tion of turbulent flow are neither completely defined nor easily 
solved, even for simpler geometries. Therefore, various approxima­
tions in conjunction with experiments are required to model this 
flow and heat transfer problem. 

Recent experiments and analyses of rod bundles have dealt with 
detailed, fully developed flow distributions, as reported by Kjell-
strom [2], Nijsing and Eifler [3], Rowe [4], Ramm and Johannsen 
[5], and Trupp and Azad [6]. However, because of varying degrees 
of heating in the rods and of various rod spacing devices the flow in 
the bundles is generally not fully developed; thus, it is necessary to 
solve for an axially changing flow field. To approximate this flow 
field it is commonly divided into subchannels, as shown in Pig. 1, 
and the descriptive equations are derived from balances over axial­
ly differential subchannel volumes. In each subchannel we consid­
er the average velocity to be sufficiently developed so that the av­
erage surface shear stress of the subchannel can be related to the 
velocity in terms of a friction factor; however, the average sub­
channel velocity can change slowly in the axial direction due to en­
trance conditions and fluid property variations. This approxima­
tion results in a system of differential equations in the axial coor­
dinate which will be quite large for rod bundles such as the one in 
Fig. 1. The equations of the system are coupled because of the oc­
currence of Reynolds stresses at the subchannel interfaces and be­
cause of net, transverse flows between the subchannels. Although 
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the subchannel approach gives only a limited description of the 
flow field as discussed by Lewis and Buettiker [7], it appears to be 
the only practical approach for large rod-bundles. 

The axial integration of the equations is usually performed by fi­
nite difference methods, such as in the COBRA computer program 
[8]; however, for large systems such as the one in Fig. 1 this meth­
od can be costly and tax the storage limitations of present day 
computers. For incompressible liquids, Nijsing and Eifler [9] used 
an eigenvalue method to solve for developing temperatures in a 
fully developed flow field; but for gases it is necessary to consider 
an axially changing flow field as well. Therefore, it is of interest to 
seek alternative approaches to the integration of the equations. 
Subchannel analyses have also been extended to transient flows by 
Rowe [10], and to flows in bundles with blockages by Gosman, et 
al. [11] and by Eifler and Nijsing [12]. In this analysis, only mildly 
perturbed, steady flows are considered. 

The ultimate goal of the asymptotic analysis of large rod-bun­

dles is to determine the temperature field within the bundles by an 
efficient computational method and to gain a better understanding 
of the transport processes. For simplicity, only the averaged iso­
thermal flow equations are solved in this work. However, the com­
plete problem of flow of gases with heat addition can be similarly 
solved by asymptotic expansions. 

P r o b l e m S t a t e m e n t 
Descriptive differential equations for flow in parallel, coupled 

channels, or rod bundles, can be found in many references (cf. 
Rowe [10]). But, for completeness, a brief derivation of the rele­
vant equations is presented here. 

To derive the axial momentum equations, we consider the mo­
mentum fluxes in and out of the differential control volume for the 
tth subchannel, as shown in Fig. 2 (a). If the ith subchannel is con­
nected only to the ;'th subchannel as shown, then the net change of 
momentum per length dx is given by 

d 
— (pAu2)i + pswui + pswt(ui - Uj) 
dx 

where the cross-flow velocity, w, represents a net transport of mass 
and momentum from the ith to the jth subchannel, and where Wt 
denotes a turbulent, fluctuating velocity, that causes a transport of 
momentum but not of mass. In Fig. 2 (a), w was assumed positive 
as shown; however, for negative w when the crossflow is from j to i, 
puj would be transported by w instead of put. Therefore, to ac­
count for this dependence on the direction of w, the second term in 
the foregoing equation is written as 

where 

pswu + 0.5 ps\w\ Au 

u = 0.5 («; + UJ) 

Au = Ui — u: 

The third term in the foregoing equation contains the "mixing 
velocity," wt, which must be related to the average velocities. For 
simplicity, wt is taken as proportional to the average axial velocity 
as follows, 

where 0 is an experimentally determined constant (cf. Castellana, 
et al. [13]). More complicated turbulent interchange models are 
possible (cf. Ramm and Johannsen [5]), but the foregoing model is 
adequate for the objective of this work, which is to illustrate the 

. N o m e n c l a t u r e . 

Ac = characteristic area 
Ai — area of tth subchannel 
C = subchannel connection matrix 
CT = transpose of connection matrix C 
Cp = cross flow drag coefficient, equation 

(3) 
CL = cross flow drag coefficient, equation 

(28) 
K = pressure loss coefficient 
L = length of the bundle or flow channels 
M = number of branches 
N = number of subchannels 
Pi = friction perimeter in ith subchannel 
U = characteristic velocity 
b — number of a branch 
bi, bj = constants in equation (11) 
/ = Darcy friction factor 
g = gravitational acceleration 

k; = friction and mixing parameter 
m = number of a source node 
n = number of a sink node 
Pi = pressure in ith subchannel 
r = ratio of outer velocities 
sc = characteristic gap width 
t = ratio of outer velocities 
Ui = average axial velocity of ith subchan­

nel 
Wk = cross flow velocity of /eth branch 
u>t = turbulent mixing velocity 
x = axial coordinate 
a = eigenvalue 

/3 = turbulent mixing parameter 
6 = Dirac delta function 
Sij = Kronecker delta 
«, ?), v, <j> = perturbation parameters 
£ = stretched axial coordinate 

I = dimensionless flow development length 
TO = surface shear stress 

Subscripts 

i, j = subchannel;, j 
k = branch or subchannel connection k 
0 = zeroth order variable 
1 = first order variable 

Special Symbols 

A = difference between variables in two 
subchannels 

— = the average value of variables in two 
subchannels 

~ = boundary layer correction function 
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application of asymptotic expansions to calculate flow distribu­
tions in rod bundles. This method of solution is general and not 
limited to the simple model in the foregoing. 

In the foregoing derivation, crossflow and mixing were consid­
ered only between two subchannels, but in a rod bundle, any one 
subchannel will be connected to several adjoining subchannels. To 
account for this in the describing equations, it is convenient to in­
troduce a subchannel connection matrix which relates a particular 
subchannel (node) and subchannel connection (branch) to a num­
ber scheme of the whole rod bundle, similarly as done by Rowe 
[10]. For any branch or pair of nodes, we define a triplet of num­
bers b, m, n; where b is the branch number, m is the source-node 
number, and n is the sink-node number, as shown: 

-0 ^ ^ branch 
source node sink node 

Thus, the interconnected subchannels take on the form of a di­
rected graph. Now, the element of the connection matrix C associ­
ated with the ith subchannel, or node, and the feth subchannel 
connection, or branch, can be defined in terms of the Kronecker 
delta: 

Cik = Skb(Sim — &in) 

That is, dk is zero for all branches except b, is +1 if i is the source-
node of branch b, and is —1 if i is the sink-node of branch b. 

With this description, the rate of change of momentum of the 
j'th subchannel is now equated to the summation of forces acting 
on the control volume, shown in Fig. 2 (b). Thus, the momentum 
equation for the ith subchannel is as follows: 

— (pAu2); + dhipswu + ps((3u + Q.5\w\)Au)k 
dx 

= - — (pAh - - (PPu2f)i + pgAit i=l,2,...,N (1) 
dx 8 

where the repeated subscript, k, implies summation over the M 
branches in the network of subchannels (or matrix multiplication), 
where the variables in the brackets are associated with the particu­
lar subscript of the bracket, and where the friction factors, /;, were 
defined in terms of the subchannel-average wall shear stresses: TO; 
= (pu2f/8)i. 

The mass equations are derived similarly as the momentum 
equations in the foregoing. In isothermal and incompressible flow 
it is clear that the axial rate of change of the volumetric flow in a 

( r Q P) . dx 

x + dx 

(PA). 

A. 
(pA). 

subchannel i subchannel j 

T ! ? 
g(/>A) dx g(^A) . dx 

i r 
PA). (| 

Fig. 2 (b ) 

(TQP). dx 

(pA) + d (pA) . (pA) . + d (pA) . 

subchannel i must be balanced by the summation of transverse 
flows out of the subchannel. Thus, the equations of conservation of 
mass can be written as follows: 

d 
— (uA)i + Cik(ws)k = 0, i = 1, 2, . . ., N (2) 
dx 

The system of equations to be solved is completed by the M 
transverse momentum equations. These are written simply with 
the use of an empirical drag coefficient (cf. Rowe [10]): 

Cki
Tp, = Aph = 0.5pCD(\w\w)k, k = 1, 2 M (3) 

There are indications that inertia terms are equally important (cf. 
Eifler and Nijsing [12]), but here we will consider only the friction-
al forces in equation (3). 

Equations (l)-(3) are now 2N + M equations to solve for the 
N ui's and pi's, and the M Wk's. The boundary conditions associ­
ated with these equations depend on the type of problem. In the 
case of some experimental rod bundles the flow distribution can be 
controlled at the inlet, and the ut's and pi's have initial data; in 
the case of reactor rod bundles, the subchannels are connected to 
common inlet and outlet plena, and the required 2N boundary 
conditions are provided by the p;(0)'s and pi(L)'s. No boundary 
conditions can be placed on the Wk's in the previous formulation 
because they occur only algebraically in the equations. 

Method of Solution 
The approach to the solution of the above boundary value prob­

lem is by asymptotic expansions, which often find application in 
problems having very different length scales in different coordi­
nate directions. In this case, a small parameter, t, can always be 
identified as the ratio of the length scales and used as the pertur­
bation parameter in constructing asymptotic series. A number of 
methods are available for constructing asymptotic series. For ex­
ample, in the method of matched asymptotic expansions a func­
tion, fix), is expanded into an asymptotic series, vo(t)fo(x) + 
v\U)fi(x) + ..., and the outer solutions, fo(x), fi(x), ..., are ob­
tained successively for large x by repeated application of the limit 
e —• 0. Then, defining an inner variable, £ = x/<p(e), another series 
is constructed for small x, ?o(e)/o(£) + >'i(e)/i(£) + ..., and the 
inner solutions are obtained, /o, ~f\, . . . . If all goes well an interme­
diate region will exist where both series are valid and can be 
matched together to form a composite series, valid in the whole do­
main of x. In the method of composite asymptotic expansions the 
above two series are combined prior to the analysis: 
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/ (*; e) ~ vo(e)fQ(x) + 50«?o(£) + nU)fi(x) + nU)H& + ... (4) 

then, the matching condition is that the inner variables, /o, / i . . ., 
vanish in the limit as £ -* °° (i.e., as e -* 0 for fixed A:). For further 
details the reader is referred to several excellent texts on the 
subject [14-18]. For the present analysis, we will use composite ex­
pansions with a slight modification to be discussed. 

In the case of rod bundles, the characteristic axial dimension, L, 
is the length of the bundle. With the subchannel approximation 
the variables associated with the cross-sectional geometry are the 
subchannel areas, A;, the gap widths, si,, and the friction perime­
ters, P[. Therefore, a characteristic gap, sc, and area, Ac, are intro­
duced for scaling the cross-sectional lengths and areas. For exam­
ple, sc and Ac could be the average gap and area associated with a 
whole rod bundle, as in Fig. 1. For convenience, the factor 8sc is 
used to scale the friction perimeters. Let Ac/sc be the transverse 
length scale, then the perturbation parameter arising from the 
equations, e = Ac/Lsc, will be of the order of 10 - 3 or 10~2 if sc is 
not too small, leading to closely approximating series. In gas-
cooled rod bundles, sc is comparatively large to provide adequate 
heat removal, so e will be small. Thus, we characterize rod bundles 
as having strongly coupled subchannels if the parameter « = Ac/ 
Lsc is much less than 1. The limit e —* 0 corresponds to infinitely 
long bundles, or L —• <» for fixed Ac/sc. The outer solutions thus 
reflect the system behavior far from the inlet of the rod bundle. 

To introduce the perturbation parameter into equations (l)-(3) 
the variables are scaled according to the boundary conditions and 
the lengths of the rod bundle. Thus, the dimensionless, scaled vari­
ables are as follows: 

x' = x/L, si,' = Sf,/sc, 

At' = Ai/Ac, Pi' = Pi/8sc, 

Uj' = Ui/U, Wk' = Wk/ii>U, 

g' = gAc/scU
2, Pi' = (Pi - pM)/Pc 

The characteristic pressure and velocity are related by pc = pU2U, 
and either U or pc = p(0) — p(L) may be specified depending on 
the problem under consideration. The crossflows, Wk, are scaled 
relative to U by introducing an unknown parameter, a>. Substitu­
tion of the scaled variables into equations (l)-(3), and dropping 
immediately the primes from the scaled variables, the perturba­
tion equations are as follows: 

d 
i — (Au)i + aCik (sw)k = 0, i = l,2,...,N (5) 

dx 

d 
6— (Au2)i + uCik(swu + s((3u + 0.5\w\)Au)k 

dx 

= - — (pA)t - (Pu2fh + gAi, i=l,2,...,N (6) 
dx 

Apk = 0.5ew2CD (| w\ w)k, k = l,2,...,M (7) 

Equations (5) and (6) are singular in the perturbation parameter, 
e, because in the limit as e approaches zero the differential equa­
tions are reduced in order from first-order equations to algebraic 
equations. This singular perturbation problem can be solved by as­
ymptotic expansions, as shown in the following examples. 

Case I: Init ia l V a l u e P r o b l e m for T w o C h a n n e l s 
As the first example of the solution of equations (5)-(7), we con­

sider the isothermal flow in two coupled channels, i and j , where 
the scaled velocities are specified at the inlet. This problem is of 
interest for comparison with finite difference solutions. The pres­
sure does not enter into this problem directly, so it can be elimi­
nated from the equations; hence, the initial value problem with a 
constant friction factor can be stated as follows: 

dui , du; 
e + wsw/Ai = 0, c — ' - - wsw/Aj = 0 (8) 

dx dx 

t — (ui2 - uj2 - 0.5o>2CDw\w\) + km2 - kjUj2 

dx 

+ a>sA (2wu + | w\ Au)/A/Aj = 0 (9) 

Ul(0) = Ui*, uj(0) = uj* (10) 

where 

h = fPi/Ai + sQAIAiAj, kj = fPj/Aj + sQA/AiAj 

A = 0.5(A; + Aj) 

and where w is positive for flow from i to j . In equation (9) w is 
differentiated, but later we shall neglect terms of the order of mag­
nitude of a)2 so no initial condition on w is required. 

We now restrict the analysis to a mildly perturbed flow in which 
the initial conditions, «,* and UJ*, do not differ greatly from the 
outer velocities (i.e., the first term in an expansion similar to equa­
tion (4)). That is, if 6; and bj are numbers of 0(1), where 0 means 
"the order of magnitude of," and ij is a small parameter, then the 
following equations define £>; and by. 

uoi(0) + r,bi = ui* (11) 

uo;(0) + i\bj = uj* 

The parameter -q can be taken as any small number less than one 
to make the b's of the order of magnitude of 1. The result will be a 
linearization of equation (9) when the terms of 0(?;2) are neglected. 
With the above type of initial conditions we form the following ex­
pansions: 

Uj(x; TJ; e) ~ u0i(x) + yU0i(0 + vi(v, <0"i; (*) + Mi), 0 " i ; (£) + ... 

Uj(x; % e) ~ u0j(x) + r]Uoj(tj) + "i(v, «)"i/ (*) 

+ vi(v,()aij(i) + ... (12) 

w(x; n; e) ~ wo(x) + u>0(£) + <oi(?j, t)wi(x) + a>i(ij, t)i&i(£) + ... 

where the inner variable is £ = x/t. 
First, we seek the fundamental, or reduced, solution to equa­

tions (8)-(10) in the limit as e -» 0. This solution will be the func­
tions uoi(x), u0j(x), and WQ{X) in equations (12) because doiix/t), 
uoj(x/e), and u>o(w/t) vanish as e —• 0 for all x > 0. From equations 
(8) the fundamental solution evidently is Wo = 0, and from equa­
tion (9) 

uoj/uoi = r = Vki/kj (13) 

The constant velocities uoi and UQJ are the first terms in the 
outer expansion; these terms incorporate all aspects of the flow far 
from the inlet, so the higher-order, outer terms are identically zero. 
In the case where 13 is negligible it is observed that the velocities 
are in the ratio of the square root of their respective hydraulic di­
ameters. Only the ratios of the velocities are determined because 
there are no far-field boundary conditions. The loss of the initial 
conditions occurred because the derivative terms in equations (8) 
and (9) vanish for e = 0. However, eliminating w between equa­
tions (8) we find that for all x 

AiUi(x) + AjUj(x) = AiUi* + AJUJ* 

so that with equation (13) the fundamental solution is as follows: 

Ami* + AjUj* 
uoi = ; ; , "0; = ru0i, w0 = 0 (14) 

Ai + rAj 

This solution is valid far from the inlet, and because it was ob­
tained from algebraic equations it cannot satisfy any initial condi­
tions. To satisfy equations (10) or (11) we introduce the stretched 
coordinate J = x/t into equations (8) and (9) so that cd/dx becomes 
d/d%, and we include from equations (12) the zeroth order "bound­
ary layer corrections," uoi, Soy, and u>o. Neglecting terms of 0(?;2) 
and 0(e) we then obtain the equations, 
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duoi s 
J ) — — + Oi — Wo: 

d£ At 

du0j 

'IF 
o> — u)o = 0 "> l . 0 5 

— (2i7Uo;"o; - 2IJU0J uoj - 0.5U>2CD|SO|«IO) + 2nikiUoiU0i 
d£ 

- 2t]kjU0jU0j + wsA(2u0wo + Auo|So|)MiAj = 0 (15a, fa, c) 

In the inner region near the inlet all terms in the continuity equa­
tions, equations (15a and 15fa), should be retained; therefore, we 
select the scale for the crossflow as a = 17. Since terms of 0(?/2) are 
neglected to the lowest order, and with equation (13), equations 
(15) become the linear system, 

duo; s 
1 w0 • 

dt A, 
0, 

duoj s _ 
wo = 0 

di Aj 
rw- - - \ d "o ; , , . /duoj 
D(uoi, u0j, wa) = —— + kiuoi - rl + k 

a£ \ a£ 
+ -((l + r)w0+(l-

••jUOjj 

)| £>o|) sA/AiAj = 0 (16a, fa, c) 

with the initial conditions from equations (11), 

fioi(0) = hi, u0j(0) = bj 

The solution to these equations is easily obtained by taking uoi 
= aoe~"t, u-oj = h0e~"£, ivo = coe~ai, where ao, bo, and Co are unde­
termined constants; then, substitution into equations (16) yields 
the eigenvalue 

a = 2-

_ 2 My + rkiAi 
Aj + (2r - l)Ai 

kjAi + tkiA, 

w0>0 (17) 

wo < 0, t = l/r 
'' Ai + (2i - l)Aj' 

Satisfying the initial conditions we have the boundary layer cor­
rection functions (cf. O'Malley's terminology [18]) as follows: 

u0,(0 = bie-«(, a0j(i) = bje-«(, w0($) = a~ bie-"( 
s 

We note that these functions have the correct asymptotic behavior 
of approaching zero as £ —>• <». Now, combining equations (11) and 
(14) with the above functions, as per equations (12), we have the 
solution to equations (8)-(10) to the lowest order of approxima­
tion: 

ut(x; e) ~ uoi + («;* - u0i)e~"x/l 

Uj(x; e) ~ uoj + (uj* - u0j)e
 ax/' 

A-
w(x; t) ~ a— (Ui* — Uoi)e~ax,e (18) 

It should be noted that equations (18) do not depend on the value 
of JJ = ui. These parameters were introduced only formally to 
achieve a linearization of the equations by neglecting terms of 
Q(yf) = 0((ui* — uoi)2). The solution is, of course, accurate only to 
the extent that max |(u,* — «o;)2l is negligible for given numerical 
data. 

In equations (18) we see that there is a dimensionless entrance 
length, t = e/a, which is characteristic of the bundle geometry and 
the mixing and friction factors. Thus, the flow would be fully dis­
tributed in about five t's, and all blockage effects or disturbances 
to the flow at the inlet would be dissipated downstream of this dis­
tance from the inlet in this particular example. As can be seen 
from the form of the eigenvalue, £ decreases (flow develops faster) 
with increasing mixing and friction factors, as would be expected. 

As an example, the flow development was calculated with equa­
tions (18) for two channels, such as the adjoining side and corner 
subchannels in Fig. 1, with different areas and friction perimeters. 
Comparison of the results in Fig. 3 with a finite difference solution 
using COBRA [8] shows there is good agreement of the axial veloc­
ities, even when the higher-order terms involving the cross-flow 
drag coefficient are neglected. For illustration, in Fig. 3 we have 

. 0 . 9 5 

0.90 

0.4 

0.0 0.2 o.'l 

AXIAL DISTANCE 
0.6 0. 

x (DIMENSIONLESS) 

Fig. 3 

taken ui* = Uj* = 1, and 01 = 1 with the other data given in the 
figure. Although the cross-flow velocity in the lower part of Fig. 3 
is much smaller than the axial velocities, it is nevertheless impor­
tant to consider its variation because the cross-flow area over the 
length of the subchannels is much larger than the axial flow area 
for a subchannel; thus, a significant amount of fluid can be di­
verted between subchannels even though the transporting velocity 
is small. 

In Fig. 4, the same problem as in Fig. 3 is solved, except that the 
friction factor is larger. As can be seen, this flow is nearly fully de­
veloped at x = 1, and there is excellent agreement between the as­
ymptotic velocities indicated by the arrows and the numerical cal­
culations. 

It is possible to include the cross-flow drag coefficient in the so­
lution by considering the higher-order terms in the expansions, 
equations (12). The outer solutions, uu(x), u\j(x), and W\(x), are 
zero because, uoi, uoj, and wo satisfy equations (8) and (9) identi­
cally for any e. The higher-order inner equations are obtained by 
collecting terms of 0(?i) and 0(i)i). Substituting the expansions 
into equations (8) and selecting Pi = JJOII, we obtain the mass con­
servation equations 

dun s 
— - + — 0)i = 0, 
dk At 

du V s -Wi 
di A, 

:0 

From the momentum equation, equation (9), we select n 
£>i = ?), and we obtain 

D(uu, " 1 ; , fill) ' 
2u0i 

(19) 

V , so 

(20) 

where D is the same differential operator as in equation (16c), and 
where the forcing function is given by 

Fit) =— ("o;2 - S o / - CD |a>oN/2) + kiuoi2 

di 

— kjiioj2 + (2u>oUo + \u>o\Auo)sA/AiAj 

This function is known because uoi, "oyf and WQ have already been 
determined; it is obviously of the form e_2"{ . Since the initial con­
ditions have already been met, Uu etc., satisfy homogeneous initial 
conditions, and since the differential operator in equation (20) is 
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tors. In the case of two subchannels i and j the equation is written 

x 
< 

in 
% 0.4 
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AXIAL DISTANCE, x (DIMENSIONLESS) 

Fig. 4 

the same as previously, the homogeneous solutions are of the form 
e-a{ fhg particular solution has the same form as the forcing 
function, so including the higher-order terms, the solutions are as 
follows: 

";(£) ~ "o; + (ui* - uoi)e~^ + v
2Bi{e-«i - e'2^) 

ujti) ~ "oj + (UJ* - uaj)e-"i + v
2Bj(e-at - e"2««) 

A- A-
w(& ~ot—(ui* - uoi + v2Bi)e~a( - 2ar,2 —Bie-

2"( 
s s 

where J3, and Bj are complicated algebraic expressions containing 
the drag coefficient, Co. It can be shown that the constants £,: and 
Bj are proportional to l/if times functions of (u,* — uo;)2 and (UJ* 
— uoj)2 so that the.solution is independent of rj as previously. In 
the present examples, the terms of 0((u;* — u0;)2) are too small to 
affect the solution significantly and were, therefore, not included 
in the figures. 

Case II: T w o - P o i n t B o u n d a r y V a l u e P r o b l e m F o r N 
Channe l s 

In this problem the reduced solution is obtained from equations 
(5-7) in the limit as e —• 0. This implies that the cross-flow veloci­
ties, Wk, are zero (equation (5)) and, consistently, that the pressure 
differences between subchannels vanish (equation (7)). The 
boundary conditions are that 

p;(0) = 0, p,( l ) = - l , i = l , 2 N (21) 

which can be rnet by the reduced pressure function 

PoM <= -x 

With this function, the outer pressure gradient is dpjdx = — 1; 
thus, as £ -» 0, equation (6) becomes 

(/>"o2/o)> + Cik(sPuoAu0)k = Ai(l+g) 

Or, in matrix notation, 

[F0] {u0
2} = 2(1 + g){A) (22) 

where FQ is an N X N matrix involving the friction and mixing fac-

[ 
2P;/oi + sf. 

-80 

-s(3 

2Pjf0j + s/3 " 0 / 
2(1+g) 

[Aj\ 

Equation (22) is sufficient to determine the u2's directly when the 
friction factors are constants. If velocity dependence is included 
then equation (22) must be solved iteratively; this can be done ef­
fectively because, as can be seen, the matrix -Fo is diagonally domi­
nant. In this example po, and the constant uoi's determined from 
equation (22), are not only the outer solutions of the problem, but 
the complete solution to equations (5)-(7), as can be verified by 
substitution. That is, for isothermal flow in coupled channels con­
nected to common inlet and outlet pjena and having only distrib­
uted frictional losses (/ can be f(u), but not fix, u)), the velocities 
in the channels are constant from inlet to outlet, as calculated 
from equation (22). From the physical aspects of the problem, this 
is almost a foregone conclusion when one considers the special 
boundary conditions of equations (21). 

Equation (22) provides the fundamental solution to the flow in 
an idealized rod bundle. In a real rod bundle, there are distur­
bances to the flow caused by rod support fixtures at the ends of the 
bundle, and by rod spacers at intermediate locations. Also, when 
there is heat generation in the bundle, the flow is perturbed due to 
density and viscosity changes. Normally, all these disturbances to 
the flow are sufficiently small so they occur as higher-order pertur­
bations to the fundamental flow distribution of equation (22), 
which is the same as the outer flow distribution of the CASE-I ini­
tial value problem with the appropriate total flow rate. The effect 
of disturbances at the inlet of the rod bundle can be modeled by 
including loss coefficients, Kt, with the friction factors in equation 
(6). For a single channel the pressure loss from the inlet to position 
x is given, in dimensional variables by 

p ( 0 - ) - p ( a ) = g ( / ^ - + l f ) 

where q is the velocity head, Da is the hydraulic diameter, and K 
represents all inlet and flow-development losses. In terms of the 
Dirac delta function this can also be written as 

dp 

dx '\Dn 

or, in scaled variables for subchannel 

q{-£- + K&w) 

d{pA)j 

dx 
(uHPf + y2eAKS(x)))i 

It is clear that the entrance loss should be of order e since for long 
channels where e —• 0, the if-losses are negligible. With the forego­
ing modification to /, equation (6) thus accounts for entrance ef­
fects. Losses for spacers at location x = xe can be modeled similar­
ly by introducing the delta function &(x — xi), and a stretched 
coordinate £ = (x - xe)/t.' 

The effect of the delta function is to determine the boundary 
conditions for the terms with the highest derivatives. The accelera­
tion term in equation (6) is of higher order than the pressure gradi­
ent; therefore, we can write 

J» o+ fo+ 

dPi = 1k (u2eK5(x)hdx 
o- Jo-or, since p; (0—) = 0, 

P ; ( 0 + ) = Y ( " 2 ( 0 ) K ) < (23) 

so that for loss coefficients of order 1, the scaled inlet pressures 
differ from zero only by order t. With the foregoing boundary con­
ditions on the pressures equations (5)-(7) again describe the 
boundary value problem to be solved by asymptotic series. 

For the problem with entrance losses we can formally obtain an 
asymptotic approximation to the solution of equations (5)-(7), 
using the method of composite expansions. Accordingly, to the 
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lowest order , we a s s u m e t h e expans ions , 

Ui~Uoi + Ui(0 

Pi~po(x) + epi(0 

Wk ~ 0 + Cbk(() 

such t h a t w i th w = 1 in equa t ions (5)- (7) , a n d wi th £;(£) « uoi, we 

ob ta in t h e following sys tem of equa t ions for t h e b o u n d a r y layer 

correct ions: 

du; 
A ( i ) —

i +C i / i ( s f l> )A = 0 (24) 
d£ 

2(Auo)(o 1- C,A[S)3(UOAU + SAuo) + s(uou) + Auo|iu[/2)]^ 

= - A ( 0 — Pi-HPfuou), (25) 
o f 

CA, T P,- = % C D ( | * | ; 7 J ) A (26) 

with t h e b o u n d a r y condi t ions 

PM = -VsfXuo2); (27) 

If we replace equa t ion (26) wi th t h e l inear res i s tance law, s imi lar ly 

as in [10], 

Ck^p, = (CLw)k (28) 

t h e n t h e foregoing sys tem can be solved formally as follows. A 

p ressu re funct ion which satisfies t h e ini t ial condi t ions a n d which 

has t h e a p p r o p r i a t e a sympto t i c l imit can be wr i t t en as 

j5 ; (£)=j3 ; (0)e-«« 

t hen , from equa t ion (28) we ob ta in 

&*(£) = wk(0)e-«i 

where 

% ( 0 ) = C w
T p i ( 0 ) / C i ( , ) 

W e as sume t h e so lu t ion 

a ; ( £ ) = - a ; e - « f 
a 

so t h a t wi th Wk(0) known, t h e m's can be d e t e r m i n e d from equa ­

t ion (24). S u b s t i t u t i o n of these solut ions in to equa t ion (25) t h e n 

resul t s in a l inear homogeneous sys tem from which an a can be de ­

t e r m i n e d . 

W i t h all b o u n d a r y condi t ions a n d equa t ions satisfied, we have 

ob ta ined a formal solut ion of t h e TV-channel two-po in t b o u n d a r y -

value p r o b l e m to t h e lowest order . Higher order correct ions can 

s imilar ly be cons t ruc ted , b u t these will be small as i l lus t ra ted in 

Case I. 

C o n c l u s i o n s 

I t has been d e m o n s t r a t e d t h a t t h e m e t h o d of a sympto t i c expan­

s ions is appl icable to t h e calculat ion of flow d i s t r ibu t ions in rod 

b u n d l e s or coupled, paral le l channels , a n d t h a t t h e solut ions t h u s 

o b t a i n e d agree well w i th t h e t r ad i t iona l finite difference solut ions 

of th i s p rob l em. In t h e case of W-coupled channels connec ted t o 

c o m m o n in le t a n d ou t l e t p lena t h e i so the rmal velocity d i s t r ibu­

t ions are ob t a ined from solving t h e JVth order l inear, or weakly 

nonl inear , a lgebraic sys tem (equat ion (22)), a n d a numer ica l eigen­

value p r o b l e m if en t r ance effects are considered. T h i s m a y lead to 

signif icant c o m p u t a t i o n a l savings in large rod bund les . F u r t h e r 

analysis is r equ i r ed t o solve t h e p r o b l e m wi th h e a t add i t ion to t h e 

s u b c h a n n e l s , b u t inves t igat ions in progress ind ica te t h a t th i s p r o b ­

l em can also be solved by a s y m p t o t i c m e t h o d s . 

An i m p o r t a n t po in t t o n o t e is t h a t t h e ou te r so lut ions of t h e ini­

t ia l va lue p rob lem, C A S E I, a re iden t ica l to those of t h e two po in t 

b o u n d a r y va lue p rob lems , C A S E II . T h u s , t h e only difference be ­

tween the se p rob lems is in t h e h igher -o rde r d i s tu rbances . T h e r e ­

fore, in s lender rod b u n d l e s where t h e a s y m p t o t i c a p p r o x i m a t i o n is 

valid, t h e two-po in t b o u n d a r y va lue p r o b l e m is o b t a i n e d correct ly 

as t h e ou te r so lu t ions . 
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Experiments on the Transfer 
Characteristics of a Corrugated 
Fin and Tube Heat Exchanger 
Configuration 
Local and average air-side transfer coefficients have been measured for a one-row corru­
gated fin and tube heat exchanger configuration. The measurements were accomplished 
via the heat-mass transfer analogy in conjunction with the naphthalene sublimation 
technique. The local transfer coefficients revealed the presence of several vortex systems 
which are activated and strengthened with increasing Reynolds number. The vortices 
serve to augment the transfer coefficients. The windward or leeward orientation of the 
facets of the corrugated wall was found to have a decisive effect on the transfer charac­
teristics, with appreciably higher transfer rates prevailing on the windward facets. The 
average transfer coefficients were compared with those for a corresponding plane-walled 
heat exchanger configuration. The comparison showed that the augmentation due to the 
corrugated fin surface increased with Reynolds number. At a Reynolds number of 1000, 
the average coefficient for the corrugated fin system was about 45 percent greater than 
that for the plane fin system. 

Introduction 

In recent years, considerable interest has been focused on tech­
niques for increasing (i.e., augmenting) convective transfer coeffi­
cients in heat transfer devices, as is evidenced by the surveys re­
ported in [1, 2].1 In particular, augmentation techniques have been 
employed to improve the heat transfer performance of plate fin 
and tube heat exchangers. Such a heat exchanger consists of a set 
of equally spaced parallel plates and an array of tubes which pass 
perpendicularly through the plates. Among numerous other appli­
cations, plate fin and tube heat exchangers are most widely em­
ployed in air-conditioning equipment. 

The most common augmentation technique for plate fin and 
tube heat exchangers is the use of corrugated fins instead of plane 
fins. The corrugated fins are, in essence, plates that have been fab­
ricated with a periodic waviness in the streamwise direction. In 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 20, 1975. Paper No. 76-HT-V. 

view of the widespread use of corrugated fin and tube heat ex­
changers, it is remarkable that the authors were unable to find any 
information in the open literature about their convective transfer 
characteristics. 

The present research was undertaken to investigate and report 
on the transfer characteristics of corrugated fin and tube heat ex­
changers. The objectives of the work were to determine local air-
side transfer coefficients from which transport mechanisms can be 
deduced and also to obtain average air-side transfer coefficients as 
a guide to design. The difficulties of making local temperature 
and/or heat transfer measurements on thin (~0.15 mm), closely 
spaced (~1.5 mm) corrugated fins motivated consideration of the 
analogy between heat and mass transfer. Among a number of mass 
transfer approaches that were examined, the naphthalene sublima­
tion technique appeared most suitable for the fulfillment of the 
objectives of the research. 

The apparatus that was designed and constructed was a mass 
transfer model of a one-row corrugated fin and tube heat exchang­
er configuration. The corrugated fins were modeled by naphtha­
lene plates. The amplitude and wavelength of the naphthalene sur­
face corrugations were patterned after one of the corrugated fin 
designs employed in air-conditioning applications. The naphtha­
lene plates were cast in specially designed molds which, together 
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with the casting technique, ensured that the plate surfaces pos­
sessed the desired shape and smoothness. A pair of such plates, to­
gether with an array of disks which served both to model the tubes 
and as separators between the plates, constituted the test section. 

Local mass transfer rates (and mass transfer coefficients) were 
determined from measurements of the surface contour of the 
naphthalene plates before and after a data run. Results for the av­
erage transfer rate and the average transfer coefficient were ob­
tained by weighing the naphthalene plates before and after a run. 
Mass balances were closed by comparing the surface integralof the 
local transfer rates with the overall transfer rate determined from 
the weighings. 

The local and average transfer coefficients will be presented in 
dimensionless form in terms of the Sherwood number, which is the 
mass transfer analogue of the Nusselt number. In addition, mass 
transfer ratios were evaluated which will facilitate a comparison of 
the contributions of different portions of the corrugated fin to the 
overall mass transfer rate. The results will be parameterized by the 
Reynolds number. The Schmidt number (analogous to the Prandtl 
number) was 2.5. 

E x p e r i m e n t a l A p p a r a t u s and P r o c e d u r e 
The description of the experimental apparatus is facilitated by 

reference to Figs. 1 and 2. The first of these figures is a schematic 
side view of the test section, and the second is a plan view of the 
corrugated fin and tube heat exchanger configuration. 

The corrugated-walled flow passage, as seen in Fig. 1, is bound­
ed by the naphthalene plates. Each of the corrugated bounding 
surfaces consists of four facets. The successive facets on each sur­
face will be designated as 1, 2, 3, and 4, with facet number 1 situat­
ed adjacent to the inlet and facet number 4 situated adjacent to 
the exit. The slope a of the facets relative to the horizontal was ap­
proximately 21 deg (more precisely, a was 21 deg 9 min). The 
traces of the peaks and valleys of the corrugations are indicated in 
Fig. 2. 

The channel height H was set by a row of spacers which served 
to model the tubes of the heat exchanger. These spacers were spe­
cially fabricated aluminum disks with top and bottom surfaces 
precisely contoured to mate with the respective peak and valley of 
the lower and upper corrugated plates. The spanwise spacing be­
tween the disks is S. Although the disks served to faithfully model 
the fluid mechanics of the tubes in a fin and tube heat exchanger, 
they did not participate directly in the mass transfer process. The 
lateral area of the tubes in the present experiments was about 
seven percent of the total fin and tube transfer area. 

To provide a well defined hydrodynamic inlet condition, the up­
stream end of the test section was set into a slot in a baffle plate as 
shown in Fig. 1. The upstream edges of the naphthalene plates 
were flush with the upstream face of the baffle. To guard against 
extraneous mass transfer during a data run, all faces and edges of 
each naphthalene plate were covered with pressure-sensitive tape, 

NAPHTHALENE PLATES 

TO ROTAMETER 

AND BLOWER 

-BAFFLE 

Fig. 1 Schematic side view of the test section 

except for the corrugated surface which bounded the flow channel. 
During a data run, air from the laboratory room was drawn 

through the test section by a blower situated at a downstream loca­
tion. After passing through the test section and an adjacent down­
stream plenum, the flow was metered by a rotameter from where it 
passed into an exhaust system which vented to the outdoors at the 
roof of the building. The outside exhaust ensured that the labora­
tory room was always free of naphthalene vapor. The room was 
temperature controlled at about 20°C. The rotameter used for flow 
metering had been calibrated by using a volume displacement 
method and is believed to be accurate to well within 1 percent over 
its entire range. 

The fabrication of the corrugated-surfaced naphthalene plates is 
an ingredient that is essential to the execution of the research. The 
plates were cast in especially designed molds. Two molds were em­
ployed, respectively, for the upper and lower bounding walls of the 
flow channel. The walls of each mold enclosed a rectangular cavity 
whose top was left open for pouring of the molten naphthalene. 
Corrugations were cut into one of the surfaces of the mold by 
means of a horizontal-end milling machine and a special form cut­
ter. All of the active mold surfaces were of aluminum and were 
hand polished and lapped to a high degree of smoothness. The 
molds were fitted with auxiliary parts which ensured correct align­
ment. Once poured, the molten naphthalene was allowed to solidi­
fy under air cooling conditions, with additional molten material 
being added to compensate for contraction. The removal of a cast 
plate from its mold was accomplished without the use of lubri­
cants. 

Prior to a data run, the naphthalene plates, sealed and wrapped 
to prevent sublimation, were left overnight in the laboratory room 
to attain thermal equilibrium. Immediately before a run, surface 
contour measurements were made and the plates were weighed. 
The test section was then assembled and the air flow initiated. The 

^ N o m e n c l a t u r e . 
D = tube diameter 
D/, = hydraulic diameter, equation (7) 
2) = diffusion coefficient 
G = mass velocity at minimum flow area 
H = channel height 
K = local mass transfer coefficient, equa­

tion (6) 
K = average mass transfer coefficient, 

equation (8) 
L = projected length of channel, Figs. 1 

and 2 
L* = length measured along sloping facets, 

L/cos a 

M'(x) = spanwise-integrated mass transfer 
rate at axial station x 

M(x) = surface-integrated mass transfer 
rate between x = 0 and x = x 

Mj = mass transfer rate for facet j 

in = local mass transfer rate/area 
Re = Reynolds number, DhG/v 

S = spacing between tube centers 
Sc = Schmidt number 
Sh = local Sherwood number, KDh/X> 

Sh = average Sherwood number, KDh/X) 

x = streamwise coordinate, Figs. 1 and 2 

Pn 

• spanwise coordinate, Fig. 2 
: slope angle of facets 
kinematic viscosity 

= concentration of naphthalene vapor 

Subscripts 

be = exit bulk 
bi = inlet bulk 
bx *= local bulk 
lo = lower wall 
up = upper wall 
w = at the wall 
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duration time of a run ranged from about 2200 to 6500 s, depend­
ing on the Reynolds number. The duration time was limited so as 
to avoid excessive sublimation which might have caused excessive 
changes in the channel dimensions (the average sublimation from 
each plate was limited to about 0.035 mm). Immediately after the 
conclusion of a run, the plates were weighed and surface contour 
measurements were performed. 

The measurements of surface contour were carried out with the 
aid of a sensitive dial gage having a smallest scale division of 
0.00005 in. (~0.001 mm). The dial gage was mounted on a fixed 
strut that overhung a movable coordinate table which could be tra­
versed in two directions in the horizontal plane. To accommodate 
the dial gage to the sloping facets of the corrugated-walled naph­
thalene plates, the coordinate table was fitted with a sloping ramp 
which served to position pairs of facets in a horizontal plane (i.e., 
facets 1 and 3 or facets 2 and 4 were simultaneously in a horizontal 
plane). 

The surface contour traverses were made in the typical section 
outlined by the dashed lines in Fig. 2. This is one of the symmetry 
regions that are distributed across the span of the test section. The 
measurement sequence was such that the stylus of the dial gage 
was traversed in the spanwise direction (i.e., y-direction) at each of 
a succession of fixed stream wise stations characterized by x. Sepa­
rate measurements were made on the upper and lower bounding 
surfaces of the channel. Measurements were made at as many as 
1000 surface locations. 

The change in the mass of each naphthalene plate which oc­
curred during a data run was measured by a precision balance ca­
pable of detecting 0.05 mg. Typically, the mass transfer from each 
plate was about 75 mg. 

Other quantities measured during the experiments were the du­
ration time of a data run (using a digital timer) and the tempera­
ture of the air flow (using a calibrated copper constantan thermo­
couple and a digital millivoltmeter). Detailed information about 
the apparatus, about the design, fabrication, and use of the molds, 
and about the experimental procedure is available in [3]. 

The dimensions H, L, S, and D were chosen to be equal to those 
of a one-row plane fin and tube heat exchanger configuration that 
was investigated in [4] by means of the naphthalene sublimation 
technique. This equality of dimensions enables an assessment to 
be made of the augmentation characteristics of the corrugations. 

It is common practice to characterize fin and tube heat exchang­
ers by the number of fins per inch, by the physical dimensions of 
the fins and tubes, and by the face velocity. On the other hand, the 
present authors prefer to employ dimensionless quantities to 
achieve greater generality. The dimensionless parameters charac­
terizing the present experiments are as follows: 

H S L 
- = 0.193, . - = 2.50, - = 2.17 
D D D 

135 < Reynolds number < 1200 

The actual physical dimensions are: H = 1.65 mm (0.065 in.), S = 
21.3 mm (0.840 in.), L = 18.5 mm (0.727 in.), and D = 8.53 mm 
(0.336 in.). 

E x p e r i m e n t a l D a t a and E v a l u a t i o n of R e s u l t s 
The data reduction procedures will now be briefly outlined. Ad­

ditional details can be found in [3]. 
The local differences between the surface contour measurements 

before and after a data run were employed, after correction, as the 
basis for the local mass transfer rates and transfer coefficients. 
Three corrections were carefully applied. The first and second 
were for natural convection mass transfer that occurred during the 
time when surface contour measurements were being made and 
when the test section was being assembled. These natural convec­
tion corrections were determined from auxiliary in situ experi­
ments. The third correction was for changes in surface elevation 
inherent in removing and subsequent repositioning of the naph­
thalene plate on the coordinate table. This positioning correction 

was made by employing surface contour measurements under the 
spacer disks. Inasmuch as these surface locations are shielded from 
mass transfer during a data run, any measured changes in their el­
evation can be ascribed either to natural convection or to position­
ing. Once the natural convection correction is applied, the residue 
can be identified as the positioning correction. 

The accuracy of the corrections is supported by the closure of 
the mass balances. As noted earlier, mass balances were evaluated 
by comparing the overall mass transfer obtained from weighing 
with that obtained by numerical integration of the local mass 
transfer distribution. The closure of the mass balances ranged 
from about 0.5 to 8.5 percent. In view of the complex local mass 
transfer distributions that had to be integrated, the aforemen­
tioned closure is believed to be highly satisfactory. 

From a knowledge of the local change in surface elevation S(x, y) 
and duration time to of the data run, the local rate of mass transfer 
m(x, y) per unit area was evaluated from 

m(x,y) = b(x,y)pjt0 (1) 

where ps is the density of solid naphthalene. Next, the spanwise-
integrated mass transfer rate M'(x) at a given axial station x was 
obtained by evaluating 

M'(x) X S/2 
m(x, y)dy (2) 

The integral is extended over the span of the typical element de­
lineated by the dashed lines in Fig. 2. At surface locations beneath 
the tubes, m(x, y) was set equal to zero. The integration was sepa­
rately performed for the upper and lower bounding surfaces. Then, 
the rate of mass transfer M(x) from each fin surface between x = 0 
and x = x was found by integration of the corresponding M'(x) 
values 

M{x) C* M'(x)dx 
Jo 

(3) 

The local mass transfer is driven by the difference between the 
local concentrations of naphthalene vapor at the wall and in the 
bulk. These quantities are, respectively, denoted by pn?w and pn,bx-
The former is a constant at all positions on the wall, inasmuch as 
the wall temperature is constant. It was evaluated from the Sogin 
[5] vapor pressure-temperature relation for naphthalene in con­
junction with the perfect gas law. The local bulk concentration was 
determined from a mass balance. 

Pn.b: x = Pn.bi + [Mup(x) + Mio(x)]/Q (4) 

The subscripts up and lo refer, respectively, to the upper and 
lower bounding walls. Q is the volume flow passing through the 
typical element, and pniu is the inlet bulk concentration (= 0 in 
these experiments). The log-mean concentration difference be­
tween the inlet (i) and exit (e) was calculated from 

(Ap„)„ 
(•Pn.w — Pra.bi) — (pn.w ~ Pn.be) 

(5) 
ln((p„ |U) - Pn,h\)/(Pn,m - Pn.be)) 

Local mass transfer coefficients K and Sherwood numbers Sh 
for surface locations on each plate were obtained from the defini­
tions 

m _. KDh 
K=- Sh = 

Pn,w Pn,bx 
(6) 

in which 2) is the naphthalene-air diffusion coefficient and D„ is 
the hydraulic diameter. The former was evaluated via the Schmidt 
number Sc = v/D, where Sc = 2.5 [5] and v is the kinematic viscosi­
ty of air. For the hydraulic diameter, the Kays and London [6] def­
inition was used 

4 (minimum flow area) (streamwise length) 
Dh = (7) 

transfer surface area 

where the denominator was evaluated using both the fin and tube 
surface areas. 
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Fig. 2 Plan view schematic of the test section 

Average transfer coefficients K and Sherwood numbers Sh were 
also evaluated 

j , _ A^totalM total 
S h : 

KDh 
(8) 

(Ap„)m 

in which M total is the total mass transfer rate from both surfaces 
and Atotai is the total transfer surface area of the fins. 

In the presentation of results, the Reynolds number will be used 
as a primary parameter. It was evaluated from the Kays-London 
definition [6] 

Re = DhGLv (9) 

where G is the mass velocity at the minimum flow area and Dh is 
from equation (7). For purposes of reference, it may be noted that 
the channel Reynolds number (with Dh = 2H and G corresponding 

to the channel cross section) is 

Rechannel = 0.91 R e (10) 

There is, therefore, only a small difference between the channel 
Reynolds number and the Kays-London Reynolds number. 

In addition to the quantities discussed here, the mass transfer 
rate for each facet as a whole was also evaluated. Let Mj denote 
the facet mass transfer rate, where j = 1,2,3, 4 is the facet num­
ber. Then, 

M, I ,y)dxdy (11) 

R e s u l t s and D i s c u s s i o n 
The presentation of results will begin with the local transfer 

coefficients, followed by the spanwise-integrated mass transfer re­
sults, the facet-integrated mass transfer results and, finally, the 
average transfer coefficients for the entire exchanger. 

Local Results. The local mass transfer coefficients, expressed 
in terms of the local Sherwood number, are presented in Figs. 3, 4, 
and 5, respectively, for Reynolds numbers of 989, 606, and 209. 
Each figure has an (a) and a (b) part. The (a) part contains results 
for the lower bounding wall and the (6) part contains results for 
the upper bounding wall. In turn, each part is made up of a succes­
sion of graphs, each of which corresponds to a given axial station 
x/L*. In each graph, the spanwise distribution of the local Sher-
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wood number is plotted as a function of the dimensionless span-
wise coordinate y/(S/2). The quantity L* is the overall streamwise 
length of the fin surface measured along the sloping surfaces of the 
facets. Therefore, in terms of the length L depicted in Figs. 1 and 2 

L* = L/cos a (12) 

Surface locations on the first facet are characterized by x/L* 
values between 0 and 0.25, those on the second facet by x/L* be­
tween 0.25 and 0.5, etc. At axial stations situated at the side of the 
tube, the distribution curves do not extend all the way to y ~ 0 
owing to the fact that a part of the fin is blocked out by the tube. 
Each graph has its own ordinate range to accommodate the local 
values of the Sherwood number. 

Attention will first be turned to Fig. 3, which corresponds to the 
highest Reynolds numbers (~1000) for which local measurements 
were made. As will be seen later, some of the phenomena in evi­
dence at this Reynolds number are muted at lower Reynolds num­
bers. Examination of Figs. 3(a) and 3(6) reveals a highly complex 
set of distribution curves which require lengthy and thoughtful 

study for their understanding. These curves contain some of the 
same features that were previously identified in [4] for the plane 
fin and tube heat exchanger, but there are a number of additional 
features in evidence in Figs. 3(a) and 3(6) that are suggestive of 
new phenomena. 

In common with the plane fin case, the initial portion of the first 
facet lies within the regime of developing boundary layers. Just 
upstream of the tube, a vortex is formed which gives rise to high 
mass transfer rates as evidenced by the peak in the distribution 
curves which first appears at stations near x/L* = 0.25. It is inter­
esting to note that the first facet of the upper wall is shielded from 
the effect of the vortex by the ridge which is formed by the corru­
gation. On the lower wall, there is evidence of a secondary vortex 
which causes a lower peak than that of the primary vortex. 

The results for positions on the second facet (0.25 < x/L* < 
0.50) are markedly affected by the corrugated nature of the chan­
nel walls. From the standpoint of the airflow, the second facet of 
the upper surface appears to be the leeward side of a ridge, where­
as the second facet of the lower surface appears to be the wind-
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ward side of a ridge (see Fig. 1). This distinction has a profound ef­
fect on the mass transfer. On the upper surface, the transfer coeffi­
cients are quite low, except for the tall peak which is caused by the 
vortex that is swept from the front of the tube around the side. On 
the other hand, the distribution curves for the lower surface show a 
series of peaks and valleys. The tallest of the peaks and, perhaps, 
its neighbor are caused by the aforementioned vortices from the 
front of the tube. The other peaks and valleys are due to Gortler 
vortices, the origin of which will now be briefly discussed. 

Whenever a flow passes over a surface which has concave curva­
ture in the flow direction, a centrifugal force is developed which 
tends to lift the fluid off the surface. The lift-off occurs selectively 
at discrete spanwise locations. To satisfy mass conservation, there 
are fluid inflows toward the surface at spanwise locations between 
those at which lift-off occurs. The just-mentioned lift-offs and in­
flows, when superimposed on the streamwise flow, give rise to a 

corkscrew-like pattern which is well portrayed in Fig. 17.32(fc) of 
Schlichting [7]. 

The third facet (0.5 < x/L* < 0.75) is a leeward surface on the 
lower wall and a windward surface on the upper wall. On the for­
mer, the transfer coefficients are substantially reduced, except 
near its trailing edge (i.e., near x/L* ~ 0.75) where the vortex from 
the front of the tube appears to have reattached and causes a dis­
tinct peak. The transfer coefficients on the upper surface are high­
er, and the peaks due to the vortices from the front of the tube are 
in evidence. There are only traces of the Gortler vortices. 

The transfer coefficients on the fourth facet (0.75 < x/L* < 1) 
are affected by the wake of the tube, as well as by the other phe­
nomena already discussed. Trfere is a strong vortex situated direct­
ly behind the tube which, evidently, impinges on the upper wall 
and causes a peak at y/(S/2) = 0. Laterally displaced from this 
vortex is another vortex system in the wake, as evidenced by the 
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innermost peaks on the lower wall at xlL* = 0.821 and 0.866. The 
vortex from the front of the tube continues to augment the trans­
fer coefficients on both walls, but to a greater extent on the lower 
wall. This vortex may also interact with vortices shed from the side 
of the tube. The Gortler vortices are very active on the lower wall. 

The foregoing description of the causal phenomena which con­
tribute to shaping the local results is based both on a detailed 
study of the distribution curves and on careful examination of the 
naphthalene plates. Such inspections revealed clear evidence of 
the cited phenomena. 

The local transfer coefficients for Re = 606, as presented in Figs. 
4(a) and 4(6), are qualitatively similar to those already discussed 
for Re = 989. There is, however, a definite muting of the action of 
the vortices owing to the strengthened role of viscosity. As the 
Reynolds number is further reduced, the manifestations of certain 
phenomena disappear altogether. This can be seen in Figs. 5(a) 
and 5(6), which pertain to Re - 209. In these figures, the Gortler 
vortices no longer appear, and some of the wake effects are no 
longer in evidence. 

Integrated arid Average Results. It is of interest to inquire 
about the contributions of different parts of the fin to the overall 
mass transfer rate. This question will be examined from several 
viewpoints. First, consideration is given to the rate of mass trans­
fer at different axial stations. To present this information, we form 
the ratio 

mass transfer rate at axial station x 

average of the transfer rates at all axial stations 

The numerator is the quantityM'(x) that is defined by equation 
(2), whereas the denominator is the average value of M'(x); that is 

1 cL* • 
— I M'(x)dx (14) 
L* Jo 

Equation (13) was separately evaluated for the lower and upper 
bounding walls, and the results are plotted in Figs. 6(a) and 6(6), 
respectively. The figures show that the boundary layer regime that 
prevails on the first facet is an important factor in bringing about 
high rates of mass transfer, as is the intense vortex action on the 
fourth facet of the lower wall. Axial stations on the second and 
third facets show relatively low mass transfer rates, and this is in 
part due to the diminished fin area caused by the presence of the 
tubes. 

Particular insights are gained by comparing Figs. 6(a) and 6(6). 
From such a comparison, it is seen that for any given facet, the rel­
ative transfer rates are higher on either the upper wall or the lower 
wall depending on whether the respective surfaces are windward or 
leeward. For instance, on facet number one, the upper wall is wind­
ward and the lower wall is leeward, and the former exhibits higher 

Fig. 6(a) Variation of the spanwise-infegrated mass fransfer rate along 
the lower wall 
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Table 1 Fractional mass transfer contributions of each facet 

Face t Number 

Wall 

Lower 
Upper 
Two-Sided 

Lower 
Upper 
Two-Sided 

Lower 
Upper 
Two-Sided 

1 

0.292 
.406 
.346 

0.314 
.460 
.381 

0.393 
.439 
.415 

2 

0.239 
.138 
.191 

0.204 
.154 
.181 

0.208 
.186 
.197 

3 

0.101 
.241 
.167 

0.082 
.217 
.145 

0.094 
.211 
.150 

4 

0.368 
.215 
.296 

0.400 
.169 
.293 

0.306 
.164 
.238 

transfer rates. This distinction between windward and leeward is 
especially important on the fourth facet. In fact, it is the high 
transfer rates on the windward fourth facet which contribute a. 
major portion of the augmentation provided by the corrugated fin 
relative to the plane fin, as can be seen by comparing Fig. 6 with 
Fig. 6 of [4]. 

As a final remark about Fig. 6, it is interesting to note that when 
the results are plotted in the ratio defined by equation (13), the 
axial distributions are not very sensitive to the Reynolds number. 

Further insights may be gained by considering the contribution 
of each facet to the overall rate of mass transfer. This information 
is contained in the ratios 

(M//Mtotai)uP and (M//Mtotai)io (15) 

where j is the facet number and Af total, as used in equation (15), 
are the respective overall transfer rates for the upper and lower 
walls. These ratios give the fractional contribution of each facet. 

Since, in practice, a giveri facet would have both upper and 
lower surfaces that bound adjacent channels, the average perfor­
mance of such a two-sided facet is of practical interest. The frac­
tional contribution of such a two-sided facet is given by 

(Mup + MloVMtotal (16) 

where now AYtotal represents the sum for both the upper and lower 
walls. 

The fractional mass transfer contributions defined by equations 
(15) and (16) are listed in Table 1 for Reynolds numbers of 989, 
606, and 209. Inspection of the table shows that the subdivision of 
the overall mass transfer rate amongst the component facets 
changes with Reynolds number. The first facet always makes the 
major contribution, but to a lesser extent at the highest Reynolds 
number than at the lowest Reynolds number. An opposite trend 
prevails for the fourth facet. The windward facets are always more 
effective transfer surfaces than are the leeward facets, especially at 

Fig. 6(6) Variation of the spanwise-integrated mass transfer rate along 
the upper wall 
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Table 2 Relative mass transfer rates per unit area 

Re 

989 

6 0 6 

2 0 9 

Wall 

Lower 
Upper 
Two-Sided 

Lower 
Upper 
Two-Sided 

T
3 

•H
 

O
 D

. 5 

1 

0.998 
1.389 
1.194 

1.072 
1.573 
1.323 

1.344 
1.499 
1.422 

Face t 

2 

1.152 
0.666 
0.909 

0.985 
0 .741 
0.863 

1.000 
0.897 
0.949 

Number 

3 

0.485 
1.162 
0.824 

0.393 
1.048 
0 .721 

0.453 
1.017 
0.735 

4 

1.259 
0.734 
0.997 

1.369 
0.577 
0.969 

1.044 
0.562 
0.803 

the higher Reynolds numbers. For the two-sided wall, there is a 
clear tendency for a more uniform mass transfer distribution 
among the facets as the Reynolds number increases. 

Table 1 indicates relatively low transfer rates on facets 2 and 3. 
This is due, in part, to the fact that a portion of each of these fac­
ets is blocked out by the tube. To provide information on the rela­
tive rate of mass transfer per unit transfer area on each facet, 
Table 2 has been prepared. The table contains the ratio 

(MJ/AJ) 

(M/A)totaI 
(17) 

where the numerator pertains to facet j and the denominator cor­
responds to the wall (i.e., lower, upper, or two-sided) of which that 
facet is a part. A table entry of 1.0 for a particular facet would indi­
cate that the mass transfer per unit area for that facet is equal to 
the average for the lower, upper, or two-sided walls, whichever is 
relevant. Entries that are greater or less than One indicate trans­
fers per unit area that are, respectively, greater or less than the rel­
evant average. 

From an examination of the table, it can be seen that on a unit 
area basis, the windward sides of facets 2 and 3 transfer mass at or 
near the average rate, but that the leeward sides are substantially 
below average, especially at the higher Reynolds numbers. In fact, 
on this basis, the windward sides of facets 2 and 3 perform very 
much better than does the leeward side of the fourth facet. 

Another assessment of the performance of the individual facets 
is provided by a comparison of average Sherwood numbers for the 
various facets. This information is available in [3]. 

The overall performance of the entire fin surface is represented 
by the average mass transfer coefficient or by its dimensionless 
counterpart, the average Sherwood number Sh. Results for the av­
erage Sherwood number are plotted as a function of Reynolds 
number in Fig. 7. The results for the upper wall, the lower wall, 
and the two-sided wall are presented separately. At any given 
Reynolds number, the data point for the latter is the average of the 
data points for the former. The logarithmic ordinate scale tends to 
slightly distort this relationship between the three sets of data. 
Also included in the figure for purposes of comparison are the data 
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of [4] for the plane fin and tube heat exchanger configuration. 
From the figure, it is seen that the average Sherwood number in­

creases smoothly and continuously as the Reynolds number in­
creases. A significant part of the increase may be attributed to the 
activation and strengthening of the various vortex systems dis­
cussed in connection with Figs. 3, 4, and 5. The average coeffi­
cients for the lower wall are higher than those for the upper wall, 
partly because of the windward/leeward difference of the respec­
tive fourth facets. The spread between the results for the lower 
and upper walls is more marked at higher Reynolds numbers. 

The augmentation effect of the corrugated fin surface may be 
gauged by comparing the average Sherwood number results for the 
two-sided corrugated fin with those for the plane fin. The figure 
shows that the degree of augmentation increases with the Reyn­
olds number. At Re = 500, the average coefficient for the corrugat­
ed fin system is about 24 percent greater than that for the plarie 
fin system, whereas at Re = 1000 the extent of the augmentation is 
about 45 percent. An additional factor which further increases the 
transfer rate for the corrugated system is its larger fin surface area. 

As a final result, information is presented in Fig. 8 on the varia­
tion of the bulk vapor concentration p„,bx along the length of the 
flow channel. This variation is analogous to that of the bulk tem­
perature in a heat exchanger. The ordinate is the ratio of the local 
wall-to-bulk concentration difference to the corresponding concen­
tration difference at the inlet to the channel. With increasing dis­
tance from the inlet, the bulk concentration increases and the wall-
to-bulk concentration decreases. Therefore, the curves drop off as 
x/L* increases. The greatest drop-off occurs at the smallest Reyn­
olds number. 

C o n c l u d i n g R e m a r k s 
The experiments reported herein have documented the presence 

of a set of complex flow phenomena in the channels of a corrugated 
fin and tube heat exchanger configuration. Of particular interest 
from the standpoint of heat or mass transfer is the effect of the 
windward or leeward orientation of the facets which comprise the 
corrugated wall. The windward facets are primarily responsible for 
the augmentation in the transfer coefficients which is provided by 
the corrugated-wall exchanger relative to the plane-wall exchang­
er. The transfer characteristics of the leeward facets are believed 
to be strongly affected by flow separation. If additional augmenta­
tion is desired it would appear that efforts should be concentrated 
on the leeward facets. 

The Sherwood number results presented here can be converted 
to Nusselt numbers and thereby made applicable to heat transfer 
situations by multiplying by the ratio (Pr/2.5)n. The exponent n 
can be selected as 1/3 or 0.4. Furthermore, by the analogy, the 
present results correspond to isothermal heat transfer fins, that is, 
to fins having an efficiency of unity. 

The results of Fig. 8 at x/L* = 1, in conjunction with the heat-
mass transfer analogy, enables the evaluation of the exchanger 
heat transfer effectiveness c. For an isothermal-walled heat ex-
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changer, t can be expressed as 

f = (Tb e - Thd/(TW - Tbi) (18) 

Then, as shown in [3], 

6 = 1 - (ordinate of Fig. 8 at x/L* = l)*5 (19) 

where 0 = (Pr/Sc)" - 1 . 
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ERRATUM 

Erratum: K. A. Gardner, "Efficiency of Extended Surface," published in the JOURNAL OF HEAT TRANSFER, TRANS. ASME, 
Vol. 67,1945, pp. 621-631. 

Page 623, equation (7) should read: (x/p)Vinstead of xV~. Since this was typographical, no subsequent equations in the text are af­
fected. 

Page 624, Fig. 4, Sketch (B), equation for ub should read: 2V2 . . . instead of 2V273 The curve for this case (n = - 1 ) is correctly 
drawn, however. 

Page 626, equation (23): the numerator should contain tanh, not tan h. This error also is typographical and has no other effect on text 
or graphs. 

By way of clarification, it should be added that the captions Xe/Xb = 1 in Figs. 5 and 6 are to be interpreted as the limiting value of 
Xe/Xb when the radial length of the fin (Xe - Xb) becomes very small in relation to the inner radius of the fin Xb> i.e., (Xe - Xb)/ 
Xt —>• 0 which corresponds to Xe/Xb —- 1. 

These errors were first pointed out to the author by Kraus of the University of South Florida in the fifties while he was writing a book 
on extended surfaces. No action seemed necessary to me at the time, and none was taken. In early 1975 they were rediscovered by Sury-
anarayana of Michigan Technological University, who prepared a Technical Note on the subject and submitted it to the JOURNAL OF 
HEAT TRANSFER. Subsequent correspondence led to preparation of this Erratum. 
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Theory on Thermal Instability of 
Binary Gas Mixtures in Porous 
Media 
A theory is developed which predicts the instability of a horizontal layer of porous medi­
um saturated with a binary gas mixture. The lower boundary of the system is main­
tained at a higher temperature and the upper one at low temperature. The transport 
equations and coefficients are developed on the basis of kinetic theory. A linear pertur­
bation technique is employed to reduce the governing equations for momentum, heat, 
and mass transfer to eigenvalue differential equations which are solved by the Finlayson 
method, the combination of the Galerkin method and the Routh-Hurwitz stability crite­
rion. Only neutral stationary stability is found to occur in the system. Its criterion can 
be predicted by a simple algebraic equation. Both the critical Rayleigh and wave num­
bers for the onset of convection are governed by five independent dimensionless parame­
ters, two of which are most influential. The critical Rayleigh number may be lower or 
greater than that for pure fluid layer depending upon whether thermal diffusion induces 
the heavier component of the mixture to move toward the cold or hot boundary, respec­
tively. The theory compares well with the experimental results. 

Introduction 
Theoretical study has been performed on the Benard problem in 

a binary mixture of dilute gases in which an imposed vertical tem­
perature gradient induces a concentration gradient owing to ther­
mal diffusion or the Soret effect [l].1 The transport equations and 
coefficients are developed on the basis of kinetic theory. These 
equations are then solved by first-order perturbation method, 
which leads to instability criteria. It is disclosed that instability 
can set in only as stationary convection in a layer of binary mixture 
of dilute gases owing to the action of thermal diffusion effect. This 
is in sharp contrast to the finding of Hurle and Jakeman [2] that 
the Soret effect can give rise to oscillatory instability in liquids and 
concentrated gases. In the mixtures of dilute gases, thermal diffu­
sion is a destabilizing force which aids the temperature gradient to 
promote the occurrence of stationary instability at a critical Ray­
leigh number lower than 1717, the value for a pure gas layer. The 

1 Numbers in brackets, designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division April 29,1975. Paper No. 76-HT-T. 

destabilization of the layer due to the thermal diffusion effect is 
enhanced as the thermal diffusion ratio and/or the molecular 
weight ratio increase. 

Several studies, both theoretical and experimental, have been 
conducted on the stability of pure fluid-saturated porous media 
[3-6]. The critical Rayleigh number for stationary stability in the 
porous medium was found to be 39.5. 

Recently, an experimental study was conducted to investigate 
the onset of convective motion in binary gas mixtures in a thin 
layer of porous medium heated from below [7]. The binary gas 
mixtures consisted of nitrogen and helium gases at various compo­
sition, while a packed bed of tiny steel balls 0.101 cm in diameter 
constituted the porous medium. The Schmidt-Milverton principle 
[8] was employed for detecting the onset of convective currents. It 
was disclosed that the critical Rayleigh number for pure gas is low­
ered by the presence of another species of different molecular 
weight and has a minimum value at a certain composition of the 
binary mixture. 

This paper extends the theory of reference [1] to the onset of 
convective motion in binary gas mixtures in porous media. The ef­
fect of thermal diffusion is taken into account. The perturbation 
technique is employed to solve the modified Darcy's equations and 
heat and mass transfer equations. Through the separation of vari-
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ables, these equations and the appropriate boundary conditions 
are reduced to those of an eigenvalue problem which are solved ap­
proximately by the Finlayson's method [9]. Analytical results are 
compared with experiments on the helium-nitrogen mixtures of 
different composition [7]. 

Analys i s 
Consider a large horizontal layer of porous material of thickness 

h saturated with a binary gas mixture. The porous medium-gas 
mixture system is confined between two large horizontal plates 
both at temperature Tb. The molecular concentration fraction 
(also called relative number density) of the heavier species is uni­
form at Co throughout the layer. C is defined as nj(ni + n2) 
where n is the number density (number of molecules-per-unit vol­
ume). The subscripts 1 and 2 denote the heavier and lighter 
species, respectively. The cylindrical coordinates (r, 6, z) are em­
ployed in the analysis with the origin fixed at the center of the 
layer and 2 measuring the distance normal to the plates. This coor­
dinate system is selected for convenience in comparing theoretical 
results with the available test data [7], without suffering undue 
hardship in mathematical manipulation. 

Now, the lower plate is heated to a higher temperature Ta, while 
the temperature of the upper plate is held at Tb. When the tem­
perature difference (Ta — Tj) is small, the gas mixture remains 
motionless because the buoyancy forces cannot overcome the vis­
cous dissipation. Heat transfer in the layer occurs only by conduc­
tion. Then, the steady temperature distribution TB(Z) is given by 

TB(z) = T0-az (1) 

where T0 = (Ta + Tb)/2 and a = (Tb - Ta)/h. The subscripts B 
and 0 refer to the base state and average value, respectively. It is 
known that the temperature gradient in a binary fluid mixture in­
duces a redistribution of concentration due to the thermal diffu­
sion or Soret effect. If the confining plates are impermeable so that 
the mass flux vanishes, then the mechanical driving potential asso­
ciated with ordinary (concentration) diffusion is counterbalanced 
by the thermal driving potential associated with thermal diffusion 
(or mass): 

sCR kTdTi B 

TBsz 
(2) 

in which kr is the thermal diffusion ratio. Equation (2) is integrat­
ed with the aid of equation (1). The resulting expression is then ex­

panded in terms of 2 and approximated by retaining only the first 
two terms, as 

CB = C0 + akTz/T0 (3) 

Here, Co is the initially uniform concentration prior to the applica­
tion of the temperature gradient a and also represents the average 
of CB(Z) over the entire layer. 

With the aid of the thermodynamic equation of state for an ideal 

P= npT 

the density of the mixture 

p — n\m.\ + n2m2 

can be expressed as 

P P 
p = — [m2 + (mi - m2)C] = T— [M2 + (Mi • 

(4) 

H-T' RT 
M2)C] (5) 

Here, P is the total pressure, p. the Boltzmann constant, m the mo­
lecular mass, n the total number density of the mixture (n = rii + 
n2), R the universal gas constant, and M the molecular weight. 

Since the mixture density is a function of both temperature and 
concentration, one can write a first-order Taylor-series expansion 
for p with respect to its mean value po(To, Co) in the form 

P = PO + (ophTUT - T0) + (ap/aCUC - C0) (6) 

where the subscript 0 refers to the uniform state (P, To, C0). With 
the aid of equations (4) and (5), equation (6) can be written as 

; po [ 1 - ( 3 T ( T - T 0 ) + / 3 C ( C - C 0 ) ] (7) 

in which /3T denotes the thermal cubical expansion coefficient and 
,SC relates density increases to increases in solute concentration: 

3T = l/To, & = (m2n/p)o(Mi/M2 - 1) (8) 

In view of equations (1), (3), and (7), the density distribution at 
the base state (P, TB, CB) may be expressed as 

PB = poll + az(l + <j,)/To] 

or (pB - PO)/PO = m - r a ) d + <t>) 
hTo 

(9) 

where 0 = krfic- The quantity <j> is called the thermal diffusion pa-

. N o m e n c l a t u r e -

Aij = parameter as defined by equation 
(34c) 

a = (Tb - Ta)/h 
b = H(h\) 
C - concentration of heavier gas, ni/n; CB, 

at steady state as defined by equation 
(3); Co, initial value; C , unsteady com­
ponent 

Cp = specific heat at constant pressure; 
Cpf, of gas mixture; Cpm, of fluid-porous 
medium combination 

D = dldR 
Di = mass diffusivity of the heavier gas 
Di = Hurwitz determinants 
Dx = effective mass diffusivity, = eDi/1.4 
d = diameter of spherical porous material 

(steel balls used in experiment) 
e; = coefficients of the characteristic equa­

tion of the system of equations (33L 
/ = function as defined by equation (25) 

g = gravitational acceleration 

H' = function as defined by equation (16); 
H* = H'/kT;H = H*/f 

Hi = function as defined by equation (32c) 
h = thickness of horizontal layer of porous 

medium 
i = integer 
j = integer 
K = thermal conductivity; Kf, of gas mix­

ture; Km, of fluid-porous medium combi­
nation 

kr = thermal diffusion ratio 
M = molecular weight; Mi, of heavier gas; 

M% of lighter gas 

N,n = integers 
m = molecular mass: mi, of heavier gas; 

m2, of lighter gas 

n = number density, = ni + n2; «i, of 
heavier gas 

P = total pressure; P', of pressure pertur­
bation 

Q = wave number of the disturbance; Qc, 
critical wave number 

R = r/h 
R = universal gas constant 
Ra = Rayleigh number; Rac, critical Ray-

leigh number 
r = radial variable in the cylindrical coor­

dinate (r, 6, 2) 
Sc = schmidt number, = v/Dx 

T = temperature; Ta and Tb, of the upper 
and lower boundaries, respectively, of 
the layer at steady state; TB, steady tem­
perature distribution in the layer; To = 
(Ta + Tb)/2; T", temperature perturba­
tion; T*, = T'/To 

(Continued on next page) 
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rameter whose magnitude depends on concentration. However, in 
the present analysis it is treated as a constant corresponding to a 
specified concentration. The parameter is a measure of the contri­
bution of thermal diffusion. 

As the temperature difference across the layer (Ta — T/,) is in­
creased, the buoyancy forces are increased. A point is reached in 
which the buoyancy forces counterbalance the viscous and thermal 
dissipation and fluid motion occurs. The onset of instability can be 
predicted by the solution to an eigenvalue problem derived from 
the continuity, modified Darcy's, energy and mass equations as 
follows. 

Let u', v' and w' denote the velocity components in the per­
turbed state in the r-, 8-, and 2- direction, respectively. T", C and 
P' represent corresponding perturbation in temperature, concen­
tration and pressure, respectively. The continuity equation reads 

Id 1 av' aw' 
- — (ra') + + — = 0 
r ar r a8 az 

(10) 

Equations describing the motion of Newtonian fluid in porous 
media were deived by Irmay [10] and Whitaker [11] by averaging 
the Navier-Stokes equations over a small control volume. For low 
velocity, the equations reduce to modified Darcy's equations which 
for this analysis become 

1 aii' v 
r -component V -u • 

e at £ 

l_aP_ 

Po ar 

1 aP' 1 av' v 
'-component V - u = — 

e at £ p0r a8 

(11) 

(12) 

1 aw' v 1 aP' 
z-component + -w' = + g(/3 rT' - ft.C') (13) 

e at £ p0 az 

According to reference [1], the energy and mass equations can be 
written as 

(pCP)rn
d—-a{pCp)fw' 

at 

= KmV2T' - (pCP)fT0- (mi - m2)DxV
2H' (14) 

P 

and 

aC , w' „ „ 
— + akT— = DxV

2H' 
at T0 

respectively, in which 

H' = C' + kTT'/T0 

(15) 

(16) 

Here, t is the time; c, the kinematic viscosity; g, the gravitational 
acceleration; e and £, the porosity and permeability of the porous 
medium, respectively; Dx, the effective mass diffusivity equal to 
eOi/1.4 [11]; D\, the mass diffusivity of the heavier species; Cp, the 
specific heat; and K, the thermal conductivity. The subscripts m 
and / refer to the porous medium-fluid combination and fluid, re­
spectively. The second term on the R.H.S. of equation (14) ac­
counts for the portion of the heat flux incidental to mass diffusion. 
To be complete, it would contain the base temperature TB mea­
sured in absolute units and hence, for small variation from the 
mean temperature, the approximation of TB = To made within 
this term is not expected to lead to serious error. 

Taking the divergence of equations (11), (12), and (13) and mak­
ing use of the continuity equation (10), it yields 

1 „ 1 aT aC'\ , N 

--V2P' + g((ST ft— ) = 0 (17) 
po \ az az I 

By taking the Laplacian of equation (13), one gets 

1<?(V ^ ) + ^ v W = _ ! j L ( V 2 p / ) + g ( ) 3 T V 2 r _ | g c V 2 C / ) (18) 
e at £ po az 

Equations (17) and (18) are then combined to eliminate P'. It 
yields 

/ l a v\ / a2T\ 1 a2C\ 
( - - + -) W = gl3Th2T' - ) - g p c N2C> - —) (19) 
\e at £/ \ az1 / \ az2- / 

Equations (14), (15), and (19) are to be solved subject to the 
boundary conditions 

aH' 
W' = T' = = 0 

az 

(20) 

at z = ±/i/2, which describe two rigid, impervious, and perfect-
conducting boundaries. 

The following dimensionless quantities are defined 

W* 

b 

2 
Z = -,R 

h 

a(pCP)fh
2 , 

w 
KmTQ 

= —T~ > "a ^ 

r 

• 7 1 * 

vt 

V 
= — ,H* = 

To 

a/3Tg(.pCp)fih2 

H' 

• N o m e n c l a t u r e . 

Ti = function as defined by equation (326) 
t = time 
u' = velocity component in the r-direction 

at perturbated state 
v' = velocity component in the ^-direction 

at perturbed state 
W* = a(pCp)fh

2w'/(KmTo); W= W*/f 
Wi = function as defined by equation (32a) 
w' = velocity component in the z-direction 

at perturbed state 
Z = z/h 
z = axial variable in the cylindrical coordi­

nate 
/3C = solutal expansion coefficient as de­

fined by equation (8) 
(ST = thermal expansion coefficient as de­

fined by equation (8) 

7 = v(pCp)f/Km 

e = porosity of the porous medium 
6 = variable in the cylindrical coordinate 
A; = function as defined by equation (34a) 
p. = Boltzmann constant 
v = fluid kinematic viscosity 
J = permeability of the porous medium, 

63d2/[150(l - 6)2] 
fl; = function as defined by equation (346) 
7ri, 7T2, X3 = parameters as defined by equa­

tion (36) 
p = fluid density; po, at To; PB, at Tg; pj, of 

gas mixture; pm, of fluid-porous medium 
combination 

a = (pCp)m/(pCp)f 
T = Vt/k2 

tj> = thermal diffusion parameter, = krftc 

Superscripts 

' = at perturbed state 
— = matrix, universal constant, or complex 

number 

Subscripts 

a = lower plate 
B = at base state (i.e., initial steady state) 
6 = upper plate 
/ = of the fluid (i.e., binary gas mixture) 
m = of the fluid-porous medium combina­

tion* 
0 = average value (i.e., evaluated at To) 
1 = of heavier gas 
2 = of lighter gas 
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Sc-
v(t>Cp)f 

Km 

(pCP)„ 
(21) 

D/ • Km • (pCp)f 

W*, T*, and H* a re funct ions of R, 8, Z, a n d T. b descr ibes t h e n a ­

t u r e of t h e porous m e d i u m ; Ra , t h e equ iva len t Rayle igh n u m b e r ; 

Sc, t h e S c h m i d t n u m b e r for t h e b ine ry mix tu re ; a n d y, t h e p r o d u c t 

of t h e P r a n d t l n u m b e r of t h e b ina ry m i x t u r e a n d t h e ra t io of t he r ­

ma l conduct iv i t ies Kf/Km. Uti l iz ing t h e def ini t ion, t h e governing 

equa t ions (14), (15), a n d (19) can be r ewr i t t en in d imens ion less 

form as 

al* 
ay 

dT 

/aH* 
y( 

\ 3T 

W* = V 2 T * - — X72H* 
Sc 

al* al*\ 

BT I 
+ W*--

Sc 
•V2ff* 

(22) 

(23) 

a n d 

(b — +l) V2W* = Ra(l + 0) \~—(R 
\ BT I Y.R aR\ 

LRdR \ 

)T* \ 1 a2T*~l 

BR/ + R2 a62 J 

- •t'Ra -
aH* 

) + 
aR I R2 

1 a2H*~ 

a62 
(24) 

respectively. T h e p a r a m e t e r 

n u m b e r from th is p rob lem. 

L e t us a s sume 

e l imina tes t h e so lu ta l Rayle igh 

W* = W(Z, T)f(R, 6) 

T* = T(Z, r)f(R, 6) 

H* = H{Z, T)f(R, 6) 

T h e n , equa t ions (22), (23), a n d (24) become 

aT 
ay -

\ BT 

W= ( D 2 

BTI 

} 2 ) T - — ( D 2 -
Sc 

Q 2 ) H 

/aH aT~ 
+ W = — (D2 - Q2)H 

(25) 

(26) 

(27) 

a n d 

6 — (D2-Q2)W+ (D2-Q2)W 
BT 

= -Q2Ra(l + 0 ) T + <l>Q2RaH (28) 

respect ively, only if t h e funct ion f(R, 0) satisfies t h e equa t ion 

LJL(Rii\ + ±/t+Q.f = Q (29) 
R B R \ aR/ R2BB2 

H e r e , Q is t h e wave n u m b e r of t h e d i s tu rbance a n d D deno te s 

d/dz. Mul t ip ly ing equa t ion (27) by a a n d t h e n a d d i n g t h e resu l t t o 

equa t ion (26), i t y ields 

ay-=(D2- Q2)T+(1- a)W + — (a - 4>)(D2 • 
Sc 

T h e a p p r o p r i a t e b o u n d a r y cond i t ions are 

W =T = DH= Oat Z-- ±% 

Q2)H (30) 

(31) 

These l inear ized p e r t u r b a t i o n equa t ions (26), (28), and (30) gov­

ern t h e onse t of ins tabi l i ty . After t h e d i s t u rbance grows, t h e full 

non l inear equa t ions m u s t be used. For R a less t h a n Rac, t h e crit i­

cal Rayleigh n u m b e r , t h e sys tem is s table . W h e n R a fe^qual to 

Rac, t h e a m p l i t u d e of t h e fluid mo t ion can r e m a i n a t a cons t an t 

value , called n e u t r a l s t a t i ona ry ins tabi l i ty , or can oscil late a b o u t 

a n average value , t e r m e d n e u t r a l oscil latory ins tabi l i ty . 

T h e eigenvalue p rob lem desc r ibed by equa t ions (26), (28), (30), 

a n d (31) can be solved t h r o u g h t h e use of t h e F in layson m e t h o d 

[9], which is t h e combina t ion of t h e Ga le rk in m e t h o d a n d t h e 

R o u t h - H u r w i t z s tab i l i ty cr i ter ion. In t h e Galerk in m e t h o d , t h e so­

lu t ions are expressed in t e r m s of a series wi th u n k n o w n t ime-de ­

p e n d e n t coefficients: 

W(Z, T) •• Z Wdr) cos [(2i D*Z] (32a) 

T(Z, T) = Y. TM cos [(2i - l)wZ] (326) 
> = i 

H(Z, T ) = £ Hi(r) cos (2iirZ) 
i=i 

(32c) 

for i = 1, . . . ., N. T h e s e solut ions are o r thogona l and satisfy t h e 

b o u n d a r y condi t ions (31). T h e t r ia l funct ions in equa t ions (32) for 

i = 0 have been t r i ed as t h e first a p p r o x i m a t i o n b u t p roduce t h e 

cr i t ical Rayle igh n u m b e r only for n e u t r a l osci l latory ins tab i l i ty 

a n d n o n e for n e u t r a l s t a t ionary ins tabi l i ty . E m p l o y i n g these re­

sul t s as an ini t ial guess, t h e second a p p r o x i m a t i o n yields no cri t ical 

Rayle igh n u m b e r for ins tabi l i t ies . Hence , t h e series in equa t ions 

(32) begin wi th i = 1 as t h e first app rox ima t ion . E q u a t i o n s (32) are 

s u b s t i t u t e d in to equa t ions (26), (28), and (30) followed by or thogo-

nizing t h e resu l t ing equa t ions wi th respec t to Z t o t h e a p p r o p r i a t e 

res idua ls in t h e in te rva l (—%, %) us ing cos [(2/ — l)irz] and cos 

(2/7rz) as t h e weight ing funct ions where j = 1,2, N. I t yields 

dTi 1 T 
_ i = _ _ A . 
AT ay L 

2d>y 

Sc 
ijHi] (33a) 

dW- 1 
— - = — [Q2Ra (1 + <t>m- A; Wt - 20Q2 i? aA; ;H,'] (336) 
a r bki 

dHi 2 r 
— - = — -AiAjiTi + (1 - a)AjiWi 
dT ay L 

y(a-(p) 

2Sc 
fl;H,l 

where 

A; = (2i - 1)2TT2 + Q2 

Qi = (2iv)
2 + Q2 

sin[(i +j- V2)7r] sin[(i - j + ^)ir] 

[ 2 ( i + ; ) - l ] 7 r [2(i-j) + l]r 

(33c) 

(34a) 

(346) 

(34c) 

T h e s tab i l i ty of t h e sys tem a p p r o x i m a t e d by t h e solut ion to t h e 

se t of equa t ions (33) can be d e t e r m i n e d by t h e R o u t h - H u r w i t z cri­

t e r ion [9]: t h e n e u t r a l oscil latory ins tabi l i ty is charac te r ized by 

D „ _ i = 0, while en = 0 cor responds t o n e u t r a l s t a t i ona ry instabi l i ­

ty , where D is t h e H u r w i t z d e t e r m i n a n t a n d e a n d n ( = 3iV) a re , re­

spect ively, t h e coefficient and order of t h e charac te r i s t i c e q u a t i o n 

for t h e sys t em of equa t ions (33). Whichever condi t ion en = 0 or 

Dn-i = 0 occurs first de t e rmines t h e t y p e of ins tab i l i ty . 

Since equa t ions (33) are mere ly an a p p r o x i m a t i o n t o t h e sys tem 

of pa r t i a l different ial equa t ions (26), (28), a n d (30), t h e conver­

gence of successive a p p r o x i m a t i o n s m u s t be examined to insure 

t h e a p p r o x i m a t i o n is a good one. As will be d iscussed in t h e suc­

ceeding sect ion, c o m p u t e r resul t s ind ica te t h a t t h e first app rox i ­

m a t i o n is a d e q u a t e for t h e p r e s e n t sys t em s ince t h e re su l t s of t h e 

first t h r e e app rox ima t ions converge very rapid ly . F o r t h e first a p ­

p rox imat ion , cor responding to N = 1 (n = 3), t h e cond i t ions for in­

s tabi l i ty are found as 

[TTI + •Ki{a — <j> + VS)/ITI + a — 4> + T2] [1 + (a — 4>)h?\ 

(tri + iri)(l + tj>) + irs[(a — l)wi — T2 + a2 — 1] 

for n e u t r a l oscil latory ins tabi l i ty a n d 

O' 1 + (a — 0)/iT3 

(1 + 0([1 - a + < W ( 1 + <t>) + (a ~ 4>)hz] 

(35a) 

(356) 

for n e u t r a l s t a t i ona ry ins tabi l i ty . H e r e , Qc is t h e cri t ical wave 
n u m b e r a n d 

aSc 

6fii ' 

_ AjSc 
""2 - ~ , T3 : 

7Q1 £)'• (36) 

In case all t i m e der iva t ions in equa t ions (26), (27), a n d (28) are 

e q u a t e d to zero, one ob ta ins t h e first a p p r o x i m a t i o n for n e u t r a l 
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Fig. 1 Thermal diffusion parameter versus nitrogen concentration in 
N 2 -He mixtures 

stationary instability 

«•£)' 
1 

(1.+ 0 ) ( 1 — ir3) + 7T27T3 
(35c) 

which is identical to equation (356) for a = <», corresponding to the 
system with (pCp)m » (pCp)f. Computer results indicate that the 
values of Ra obtained from equations (356) and (35c) are different 
by less than 0.2 percent for a ranging from 5 to 106. In other words, 
equations (356) and (35c) give practically the same Ra for any 
large value of a. It is important to note that small values of a are 
not reasonable since this parameter signifies the ratio of heat ca­
pacity of the solid-gas mixture to the heat capacity of the gas. 

T h e o r e t i c a l R e s u l t s and D i s c u s s i o n 
As indicated in equation (6), the density of binary gas mixture 

depends on temperature as well as concentration and in the base 
state the concentration effect features through the thermal diffu­
sion parameter 0. By applying the definition and equation (8), the 
variation of 0 with concentration is illustrated in Fig. 1 for Nz-He 
mixtures. Its value is zero at both zero and hundred percent con­
centrations signifying the absence of thermal diffusion effect in 
pure gases. It has a maximum at a concentration of approximately 
27.5 percent. Equation (9) shows that under the temperature gra­
dient, the density gradient increases with 0. This is in accord with 
the fact that thermal diffusion induces the heavier component of 
the gas mixture to move down the temperature gradient and the 
lighter component to move in the opposite direction. Equation (9) 
also indicates that for a given value of (p — po)/po, the base temper­
ature gradient a must decrease when 0 increases. This means that 
when the thermal diffusion effect increases, lower temperature 
gradient is required to give rise to a desired buoyancy force. 

In a gas mixture having positive 0, the heavier component tends 
to move down the temperature gradient during the thermal diffu­
sion process. On the other hand, in a mixture having negative 
value of 0, the heavier molecules tend to move up the temperature 
gradient. 0 can take a negative value in a gas mixture having nega­
tive thermal diffusion ratio. Under equal proportion, i.e., C = 0.5, 
the values of 0 are 0.135, 0.65, and 0.00235 for the binary mixtures 
of nitrogen-helium, helium-argon, and nitrogen-oxygen, respec­
tively. The neon-ammonia mixture is known to take negative value 
of 0 in some concentration ranges. 

An examination of equations (33) or (35) reveals that the condi­
tions for the onset of oscillatory and stationary convection as indi­
cated by the magnitude of the critical Rayleigh and wave number 
are governed by five independent dimensionless parameters 6, 0, 
7, Sc, and a and by four parameters 6, 0, y and Sc, respectively. 
Numerical computations were performed to determine the condi­
tions for the onset of instability using a digital computer. Succes­
sive approximations were carried out up to the third order. The 
first approximations for N = 1 case have the analytical solutions in 
closed form, equations (35). These results were then employed as 
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Fig. 2 Conditions for stationary Instability (solid lines) and oscillatory in­
stability (broken lines) for 0 = 0 (100 percent N2) and 0 = 0.135 (50 per­
cent N 2 -50 percent He mixture) 

an initial guess in the second approximations. Iterative procedure 
was adopted to obtain the numerical solutions to the second ap­
proximations. The third approximations were solved in a similar 
manner. Numerical investigation was conducted for the values of 0 
between —1.0 and 1.0, y between % and 1 and Sc and a between 5 
and 106. The value of 6 is 5.144 X 10~4, corresponding the porous 
medium employed in the experimental study [7]: a 1.143 cm-thick 
layer of steel balls of 0.101 cm in diameter (randomly spaced in a 
space 10.16 cm in diameter). Physical properties of nitrogen and 
helium under high pressure were obtained from references [13, 14]. 
Only a few representative results were presented graphically in 
Figs. 2-4. It is important to note that the results of the first and 
second approximations differ by less than ± 0.2 percent, while 
those of the second and third approximation differ even less. This 
indicates a very good convergence of the series, equations (32). One 
may then conclude that the first approximation would give the so­
lutions which are accurate enough for most applications. The na­
ture of the porous medium affects thermal instability insignifi-
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cantly since the parameter 6 fails to appear in equation (356) or 
(35c). 

Fig. 2 illustrates the variation of the Rayleigh number with wave 
number for <j> = 0 and 0.135 cases, which correspond to pure nitro­
gen gas and 50 percent nitrogen-50 percent helium mixture, re­
spectively. In a pure nitrogen system, the solid line for e„ = 0 ex­
hibits a minimum at a wave number of 3.16 and a Rayleigh number 
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Fig. 4 Critical wave number for neutral stationary instability versus ther­
mal diffusion parameter for Sc = 5.0 
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Fig. 5 Comparison of theory with experimental results in steel ball layer 
saturated with N 2 -He mixtures (Sc = 5.0) 

of 39.5. These critical numbers for neutral stationary instability 
agree with those obtained in references [3, 6]. In a nitrogen-helium 
mixture of equal proportion, the thermal diffusion effect gives rise 
to stationary instability at the critical wave and Rayleigh numbers 
of 3.26 and 31.39, respectively. Since the broken lines for Dn-i = 0 
lie high above the corresponding solid lines for e„ = 0, therefore, 
thermal instability will always set in as stationary convection. 

Figs. 3(a) and 3(6) demonstrate the effect of thermal diffusion 
on the onset of instability in binary gas mixtures in porous media. 
Take the systems with a = 5, Sc = 5 and y = % for example. The 
results of successive approximations up to the third order yield a 
pair of hyperbolic curves for each instability. Only one of the pair 
is shown in the figure, while the other lies in the third quadrant. 
The latter is ruled out as a solution since its value diverges with 
successive approximations. Since the broken line for Dn-i = 0 lies 
above the solid line for en = 0, it is a solid evidence that indeed 
there is no oscillatory instability in the porous medium-gas mix­
ture system. The solid curve in Fig. 3(a) shows that thermal diffu­
sion is destabilizing for positive <j> (since Rac decreases as 4> in­
creases), while it tends to inhibit the onset of convection for nega­
tive cj> (since Rac increases as \<j>\ increases). This is an expected 
trend since positive <t> augments the adverse density gradient in­
duced by the temperature gradient. The critical Rayleigh number 
asymptotically approaches infinity at (j> of about —0.55. Fig. 3(6) 
indicates the effects of the parameters Sc and y on the critical 
Rayleigh number for stationary instability. It is seen that y plays 
the most important role on the onset of stationary convection. As 
the value of y increases, the critical Rayleigh number increases for 
positive $ but decreases for negative (j>. The parameter Sc exerts 
negligible influence on stationary instability, as seen by comparing 
curve 4 with curve 1. 

The critical wave number is also strongly influenced by the pa­
rameters <fi and 7 as seen in Fig. 4. It increases with an increase in 
(j> and a decrease in y for a given value of Sc. If plotted, the curve 
for 7 = 1 and Sc = 10 would have coincided with the curve for 7 = 
1 and Sc = 5 in Fig. 4. This indicates the minor role of the parame­
ter Sc on the critical wave number. 

Theoretical results are compared with the test data [7] in Fig. 5. 
For the mixture of nitrogen and helium at the nitrogen concentra­
tions of 0.5, 0.75, and 1.0, theoretical prediction falls within the 95 
percent confidence limit of the test results. 

Conclusions 
The convective instability of a binary gas mixture saturating a 

layer of porous medium is analyzed. Instability is found to set in 
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only as stationary motion, the criterion of which can be predicted 
by equation (35b) or (35c). The Rayleigh number and wave num­
ber are strongly dependent on the parameters 7 and $. The param­
eter 7 is a modified Prandtl number with the thermal conductivity 
of the fluid being replaced by that of the fluid-porous medium 
combination. The parameter 0 is a measure of the influence of 
thermal diffusion and depends on the molecular weights, concen­
tration, and the thermal diffusion factor of the pair of gases. For a 
given 7, the critical Rayleigh number decreases with an increase in 
(j>. For mixtures with very low value of cj>, the effect of thermal dif­
fusion is hardly noticeable. Thus, instability experiment on such 
mixture will give results as if it were a one-component fluid. The 
nature of the porous medium exerts practically no influence on 
thermal instability so long as the system is one-dimensional. 

Theoretical results agree well with experimental data for the ni­
trogen-helium gas mixtures of 100, 75, and 50 percent nitrogen 
compositions. It is thus confirmed that theory based on linear per­
turbation predicts satisfactorily the influence of thermal diffusion 
on the onset of convective instability of binary gas mixtures in a 
horizontal layer of porous medium. 
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Natural Convection in a Porous 
Medium: Effects of Confinement̂  
Variable Permeability, and 
Thermal Boundary Conditions 
Two-dimensional numerical calculations are reported for natural convection of a fluid in 
a porous, horizontal layer heated from below. Effects of the following parameters are ex­
amined: rigid (impermeable) and constant-pressure (permeable) upper boundaries; iso­
thermal and uniform heat flux at the lower boundary; and permeabilities which are con­
stant, or which vary with depth to simulate compaction of a porous medium or property 
variations of real fluids within the medium. Steady-state results are presented for the 
heat flux distribution on the upper surface, as well as for flow and temperature fields in 
the interior. 

Introduction 

Natural convection in a porous medium is important in many 
technological applications, and is increasing in importance with 
the growth of interest in geothermal energy. Indeed, it has been es­
timated that geothermal resources in the United States could sup­
ply 395,000 MW of electric power by the year 2000 [l].1 Clearly, 
development to such a scale will require optimizing the draw-off 
rates and operating pressures of reservoirs. To achieve this, a de­
tailed understanding of flow processes in reservoirs, and in porous 
media in particular, will be required. The present study considers 
natural convection in an idealized porous layer, and determines 
the effects of different modes of heating from below, of confined 
and open upper boundaries, and of variable permeability. 

The literature on natural convection in a porous medium heated 
from below includes early work by Lapwood [2] to determine con­
ditions for the onset of convection. Critical Rayleigh numbers of 
Ra = 39.5 and 27.1 were obtained for a horizontal layer with iso­
thermal boundaries and with impermeable and permeable upper 
surfaces, respectively. Similar results for a layer with a uniform 
heat flux from below are derived in the Appendix and are Ra = 
27.1 and 17.7 for impermeable and permeable upper boundaries, 
respectively. More recent work on the structure of convection at 
above-critical Rayleigh numbers has emphasized layers with im-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OP HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division September 2,1975. Paper No. 76-HT-Y. 

permeable, isothermal boundaries. For example, Straus [3] applied 
a Galerkin (Fourier) technique and determined both the structure 
and stability of finite-amplitude, two-dimensional convection. 
Hoist and Aziz [4] have numerically treated the three-dimensional 
case. An approximate solution for a layer with a permeable top and 
isothermal boundaries was given by Lapwood [2]. Later, Donald­
son [5] reconsidered the problem and arbitrarily imposed a re-
charge-discharge profile for mass flow across the upper boundary. 
The resulting solutions correspond to mixed (free and forced) con­
vection. 

From the foregoing literature survey, it is apparent that very lit­
tle is known about finite-amplitude convection in a porous layer 
when the upper surface permits throughflow, or when the lower 
surface is changed from isothermal to one of uniform heat flux. In 
addition, the effects of a spatially varying permeability on flow 
structure have not been determined. The present paper examines 
these effects using numerical solutions of the governing equations. 
Quantitative information is presented on surface heat fluxes and 
on the flow and temperature fields. 

I 
"Problem Formulation 

Consider a horizontal, heat-conducting porous medium confined 
between two horizontal boundaries a distance h apart with the ac­
celeration of gravity g directed downward. The upper boundary at 
z = 0 is maintained at a temperature TQ; the lower boundary at z = 
—h is maintained at T = Th, with T/, > To. In the absence of fluid 
motion temperature varies linearly across the layer. The porous 
medium has scalar permeability k and is saturated with a fluid of 
density pf and viscosity p. Fluid motion is assumed to be two-di­
mensional roll convection. As shown by the work of Straus [3] for 
the case of impermeable, isothermal boundaries, stable two-di-
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mensional rolls are expected for a finite band of horizontal wave-
numbers. Thermal conductivities and specific heats of both fluid 
and matrix are taken as constant, as is the thermal expansion coef­
ficient, a, of the fluid. However, the ratio of fluid viscosity to ma­
trix, permeability, p./k, is allowed to vary with the vertical coordi­
nate z. 

The governing equations for steady, natural convection may be 
written with the Boussinesq, Darcy flow, and negligible inertia ap­
proximations as [2, 6, 7]: 

0 = - V p - - V - pfgez 
k 

V • (vT) = KmV26' 

V • v' = 0 

PI = po( l - off) 

(I) 

(2) 

(3) 

(4) 

Primes denote quantities which will later be made dimensionless; 
8' denotes a temperature difference relative to the upper bound­
ary, 8' = T' — To'. The form used for the energy equation (2) 
implies that thermal equilibrium is achieved locally between fluid 
and porous medium. 

Fluid viscosity n and matrix permeability k appear only through 
the ratio p./k in equation (1). Later, it will be convenient to attrib­
ute variations of the ratio to variations of either p. or k. The ratio is 
modeled by the exponential form: 

k \k/0 
-Z'/ZO' (5) 

where the reference amplitude (p/k)o is evaluated at the upper 
boundary. A positive value of the e-folding distance zo' corre­
sponds to p/k increasing with depth; a negative value corresponds 
to ix/k decreasing with depth. Setting zd = ±<= corresponds to a 
medium with constant viscosity and constant permeability, or to a 
constant ratio of the two. 

The foregoing equations may be combined and simplified by in­
troducing the Stokes stream function, and by taking the curl of 
equation (1). It is also convenient to introduce L,L2Um and AT as 
reference values for length, time, and temperature. For a layer of 
constant p/k ratio, L is taken as the layer depth h and AT = Th' ~ 
T0'. For a layer with variable p/k ratio, the length L is the e-fold­
ing distance |zo1 and AT is taken as the temperature difference be­
tween the e-folding depth and the surface in the absence of con­
vection. The governing equations in nondimensional form become 

a\p a\p 
u = , w = — 

dZ SX 

a 1 , a\p\ a / , a\p\ „ a8 
— (e-z/z» —) + — I e~z/zo —) = R a t -
ax V ax/ az \ azl ax 

V • (v8) = V20 

(6) 

(V) 

(8) 

A numerical solution of equations (6)-(8) will be obtained using \p 
and 8 as dependent variables. The form of the solution depends 
upon ZQ and the Rayleigh number based on temperature difference 

Ra t 
k\ pogaATL 0 

Wo 

(9) 

The foregoing nondimensional equations also apply for a pre­
scribed, uniform heat flux q" at the lower boundary. In that case, 
the reference temperature difference is defined as AT = q"L/\m, 
with L identified as either h or |zo1 for layers of constant or vari­
able p/k ratio, respectively. In addition, a Rayleigh number based 
on heat flux appears in equation (7) 

W° 
k\ pogaq"L2 

Krnf^rr 
(10) 

Boundary conditions must be specified to complete the problem 
formulation. The porous medium was introduced previously as a 
layer of infinite horizontal extent. For a numerical solution, how­
ever, we will restrict the horizontal extent to a region of width t. 
That is, we will consider the physical region 0 < x' < t and —h < z' 
< 0. The domain and boundary conditions simulate either of two 
physical geometries: a finite porous region of aspect ratio hit; or a 
half-wavelength interval of a horizontally periodic flow of wave­
length It, each wave consisting of two mirror-image flows of width 
t. The aspect ratio hit thus enters as a geometric parameter. 

The hydrodynamic boundary condition for an impermeable sur­
face (i.e., the bottom and sides in all cases, and the top in about 
half the cases) is the Dirichlet condition tf/ = 0. Note that the gov­
erning equations for flow in a porous medium do not permit the 
additional hydrodynamic constraint of no-slip or no shear. Flow or 
recharge through a permeable upper boundary may occur when ei­
ther a standing liquid or a second porous medium (with a much 
larger permeability) overlies the porous layer of interest. For such 
cases, the least restrictive boundary condition at the permeable 
surface is one of constant pressure [2], The constant pressure as­
sumption implies no viscous interaction between an overlying liq­
uid and the porous layer. From the horizontal momentum balance 
and the stream function definitions, a constant pressure surface is 
represented by the Neumann condition u = —atp/az = 0. 

Thermal boundary conditions consist of an isothermal upper 
surface (8 = 0), adiabatic vertical boundaries (aB/ax = 0), and ei­
ther prescribed temperature (8 = h/L) or prescribed flux (a8/az = 
I) at the lower boundary. 

N u m e r i c a l M e t h o d 
Finite differences are used to approximate equations (6)-(8). 

Three-point central differences are used for linear space deriva­
tives, and conserving, upwind differences for the nonlinear trans­
port term V-(v0) in the energy equation [8]. Starting from initial 
data, stream function is advanced first by iteratively solving a dif-

. N o m e n c l a t u r e . . 
ez = unit vector in z -direction 
g = acceleration of gravity 
h = height of layer 
k = permeability 
L = significant length scale 
t = width of layer 
Nu = average value of Nux 

Nuj = local Nusselt number 
p = total static pressure 
pm = motion pressure = p + pogz + 

pogaATz2/2L 
q" = heat flux 
Ra/ = Rayleigh number based on heat flux 
Rat = Rayleigh number based on tempera­

ture difference 

T = temperature 
Th = temperature of lower boundary 
To = temperature of upper boundary 
u = horizontal velocity 
v = vector velocity 
w = vertical velocity 
x = horizontal coordinate 
z = vertical coordinate 
zo = e-folding distance of permeability 
a = coefficient of thermal expansion of the 

fluid 
AT = temperature difference between z = 

—L and z = 0 

8 = dimensionless temperature = (T — 
T0)/AT 

8' = temperature difference = T — To 
6 = deviation from the linear equilibrium 

temperature profile 
Km = modified thermal diffusivity = 

^m/(pcp)f 
\m = thermal conductivity of the mixture 

of fluid and solid 
M = viscosity 
Pf = density of fluid 
po = reference density of fluid 
(pcp)f = heat capacity of fluid 
4> = stream function 
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z 

-0.5 

Fig. 1. Constant permeability, constant bottom temperature, Ra/ = 200: 
(a) impermeable top, Nu = 4.07, ^m a , = 6.87; (6) permeable top, Nu = 
6.38, i/vnax = 9-"6; (c) horizontally averaged temperature 

ference approximation of equation (7). One Gauss-Seidel iteration 
is used, followed by several optimized, successive-over-relaxation 
iterations. Up to ten sweeps, with alternating direction, are used. 
The velocity field is obtained from equation (6) and the tempera­
ture field explicitly advanced with one Jacobi iteration of equation 
(8). The procedure may then be repeated. The foregoing procedure 
avoids the numerical instability noted by Elder [9] for Ra > 100. 
The reason lies in the present treatment of the energy equation, 
which does not separately advance the convection and conduction 
terms. 

The foregoing double iteration procedure is analogous to solving 
the system of equations (6)-(8) with a time derivative sO/at added 
to equation (8), and with the largest stable time step used at each 
grid point. In this view, the iteration transient is similar to a true 
transient. During the iteration the field always evolved smoothly 
from arbitrary initial data to final, steady flows. No unusual oscil­
lations, suggestive of real-time oscillations, were ever observed. It­
eration was terminated when a global energy balance on the region 
closed to 0.5 percent. The resulting steady-state flows are present­
ed in the next section. 

All Dirichlet boundary conditions are treated as known bound­
ary data during the iteration procedure. At boundaries with Neu­
mann conditions special forms of either the energy equation or the 
stream function equation are required. For boundaries with adia-
batic or prescribed heat fluxes, a finite-difference energy balance is 
constructed for the volume element adjacent to the boundary. The 
same energy balance is used to obtain the heat flux and Nusselt 
number at an isothermal boundary. For the permeable upper sur­
face, boundary conditions require that the following difference 
form be satisfied for each grid point (i, j) along the boundary: 

(Ax)2 (Az)2 (11) 

The i and j indices denote grid locations in the (x, z) coordinate 
system. Equation (11) applies for a porous medium with constant 
ixlk ratio; slight modifications are required for the case of a vari­
able ratio. 

For calculations with constant n/k ratio, the {x, z) region was 
covered by a uniform 16 X 16 grid. For the variable n/k ratios a 15 
X 20 grid was applied with a nonuniform grid spacing in the z -di­
rection. Convergence with mesh size was verified by employing 
coarser and finer grids on selected test problems. Results in the 
next section (at Ra = 200) are believed correct to about 5 percent 
for global quantities. 

Results and Discussion 
Steady-state results are presented for both constant and vari­

able nlk ratios. In all cases, the effects of both isothermal and uni­
form-flux lower boundaries, and of permeable and impermeable 
upper boundaries, are considered and discussed. 

Constant n/k Ratio. Consider the case of a layer with constant 
properties. An aspect ratio of hit ~ 1.67 is assumed. This value is 
in the center of the region of stable two-dimensional flows at Raj = 
200 [3] and yields the maximum heat flux for the isothermal bot­
tom boundary, impermeable top case [3,10]. Guidance as to aspect 
ratio for the other boundary conditions considered in this study 
was not available. To facilitate comparison, an aspect ratio of 1.67 
was used for all constant ixlh cases, although a detailed stability 
analysis of the flows has not been carried out. Aspect ratio was not 
varied as a parameter in this study. 

The case of isothermal boundaries at Rat = 200 is considered 
first to permit comparison with previous work. Fig. 1 illustrates 
computed streamlines and isotherms and includes a graph of hori­
zontally averaged temperature as a function of height. The form of 
Fig. 1 is use4|for presentation of results throughout this paper. Iso­
therms are sftown with solid lines, streamlines with dashed lines, 
and magnitudes of 6 and t/< are indicated. The Nusselt number for 
the layer and the maximum value of \p are given in the caption. In 
all cases, fluid circulates in a clockwise direction. 

Figs. 1(a) and 1(6), respectively, illustrate flows with imperme­
able and permeable upper boundaries. In Fig. 1(a), the ascending 
and descending plumes are symmetric since the thermal and hy-
drodynamic boundary conditions are symmetric. The Nusselt 
number is 4.07, which is within 1.5 percent of data interpolated 
from Straus [3]. The pressure field for this case was found diagnos-
tically from the temperature field (using V2pm = Ra t(a0/az), 
where 0 is the deviation from the linear conduction solution) and 
is illustrated in Fig. 2. 

When the upper boundary is changed from a rigid-lid to a con­
stant pressure surface, flow through the boundary develops as 
shown in Fig. 1(6). Removal of the lid leads to enhanced convec-
tive motion (compared to Fig, 1(c)) as shown by increases in both 
the Nusselt number and the maximum value of stream function. 
The plumes are no longer symmetric. With the hot plume free to 
leave the system, its velocity is higher and its width narrower. Fur­
thermore, in the confined case the cold plume emerges from a ther­
mal boundary layer along the top surface. As such, descending 
fluid is generally warmer than in the case of a permeable top, 
where all fluid entering the porous medium is at the temperature 
of the cold upper surface. Note that in our treatment of the upper 
boundary condition, equation (11), flow through the boundary is 
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Fig. 2. Motion pressure field for conditions of Fig. 1(a) 

determined by the buoyancy-driven flow within the porous layer. 
Our results thus differ from those of Donaldson [5] whose upper 
boundary condition was one of forced flow. 

The vertical profile of horizontally averaged temperature is 
shown in Pig. 1(c). As expected, the impermeable top case shows 
symmetry and a well-defined, isothermal core. The permeable top 
case shows lower overall temperatures, mainly due to the widening 
of the cold plume. Also, the thermal boundary layer at the top, 
where the vertical velocity is not forced to go to zero, is appreciably 
thinner than at the bottom. 

The case of a prescribed, uniform heat flux at the lower bound­
ary is illustrated in Fig. 3 for a Rayleigh number based on flux of 
Ra/ = 200. Such heating is a good approximation when the bottom 
heat flux is limited by conduction through thick, impermeable 
layers at depth. The effects of changing from isothermal to uni-

25.0 

20.0 

15.0 

NUy 

10.0 

• 5.0 

Ra, =200 

^Permeable Top 1 - = z 

^Impermeable TopJ f 

Fig. 4. Local Nusselt number versus position along surface, constant per­
meability cases 

form-flux heating conditions are illustrated by comparing Figs. 1 
and 3. Graphs (a) and (b), respectively, illustrate impermeable and 
permeable upper boundaries. It is apparent that convective motion 
in the case of uniform bottom heating is less intense, in terms of 
both isotherm distortion and the maximum value of stream func­
tion. From the definitions given by equations (9) and (10), it is 
clear that a flux Rayleigh number can be constructed for the re­
sults in Fig. 1 by multiplying Raj by Nu. Similarly, an approxi­
mate Ra( for Fig. 3 can be obtained by multiplying Ra/ by a suit­
able mean AS across the layer. In either case the computed temper­
atures would also have to be rescaled. However, it should be noted 
that a constant bottonrtemperature run for Ra t = 200 yielding a 
Nu of 4.07 would not be entirely equivalent to a constant bottom 
flux run for Ra/ = 814, since in the former case the flux into the 
bottom is not uniform. Nevertheless, the underlying reason for the 
difference between the Ra/ = 200 and Ra t = 200 flows is apparent. 
As in Fig. 1, the effect of a permeable top is to enhance and narrow 
the hot plume, and to widen the cold plume. 

For many technological and geophysical applications, the sur­
face heat flux is an important quantity. Fig. 4 shows the variation 
of local Nusselt number across the surface for the four cases dis­
cussed so far. The average Nusselt number is equal to unity for the 
constant flux cases, and to /Nu^dx for the constant temperature 
cases. The moderating influence of an impermeable top is readily 
apparent. Note that in all cases, both permeable and impermeable, 

Fig. 3. Constant permeability, constant bottom flux, Ra^ = 200: (a) im­
permeable top, i/<max = 3.1; (6) permeable top, i^max = 3.21; (c) horizon­
tally averaged temperature 
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Fig. 5. Constant permeability, constant bottom flux, permeable top: (a) 
Ra/ = 1000, ^mo« = 7.98; (/>) Ra, = 3000, ]pmax = 13.85; (c) horizontally 
averaged temperature 
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Fig. 6. Local Nusselt number versus position along surface, constant per­
meability, constant bottom flux, permeable top cases 

there is no convective transport of heat across the upper boundary 
and Nut is attributable to heat conduction. This is a consequence 
of using the isothermal, top boundary temperature as a reference 
in the nondimensionalization. 

The uniform heat flux, permeable top conditions are relevant to 
many water-saturated crustal regions. Since the heat flux at depth 
may be fixed by the underlying rock structure, it is of interest to 
examine the effects of changing the uniform permeability of the 
porous layer. Fig. 5 illustrates results for a permeable top for Ra/ = 
1000 and 3000. Straus [3] gives Ra( = 380 as the upper limit for 
stable, two-dimensional flows with an impermeable top. Recalling 
that a given value of Ra/ corresponds to a significantly lower value 
of Raj, it is reasonable to expect that our solutions correspond to 
physically realizable flows. The most obvious effect of increasing 
Ra/ in Figs. 3(6), 5(a), and 5(6) is to increase flow velocities and 
the size of the cold plume. The reduced temperatures and develop­
ment of an isothermal core are apparent in Fig. 5(c). Fig. 6 illus­
trates the effects of Ra/ on surface heat flow. A geophysically use­
ful correlation is shown in Fig. 7 for the ratio of surface heat flow 
at the center of the hot plume to that at the center of the cold 
plume. The maximum value of stream function is also indicated. 

Variable ii/k Ratio. The effects of allowing /x/k to vary using 
the exponential form (5) are now examined. Two cases are consid­
ered: n/k increasing with depth, and fi/k decreasing with depth. 
Physically, the first case is interpreted as a decrease in permeabili-

Fig. 7. Ratio-maximum surface heat flow to minimum surface heat flow 
and maximum value of streamfunction, constant permeability, constant 
bottom flux, permeable top cases (point designated by x represents flow 
shown in Fig. 1(b) plotted In terms of an equivalent Ra/) 

ty with depth due to' compaction of the porous medium by over­
burden pressure. Alternatively, a decrease of permeability with 
depth could result from thermal stress cracking in a cooling mate­
rial; for example, at a lithospheric spreading center where new 
crust is being formed. The second case models a fluid whose viscos­
ity decreases with increasing temperature.2 At low Rayleigh num­
bers, temperature is to a good approximation a linear function of 
depth. Thus, the temperature dependence may be taken as a sim­
ple depth dependence. Although this approximation breaks down 
at higher Rayleigh numbers, and the exponential form (5) only 

2 We are grateful to Prof. David R. Kassoy of the University of Colorado 
for pointing out the importance, geophysically, of this case. 
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Fig. 8. Exponentially decreasing permeability, constant bottom tempera­
ture, Ra, = 200: (a) impermeable top, Nu = 1.76, \j/mB% = 5.36; (6) per­
meable top, Nu = 1.82, i/-max = 6.32; (c) horizontally averaged tempera­
ture 

roughly approximates the viscosity-temperature relation of real 
fluids, our results should illustrate the qualitative effects of a tem­
perature dependent viscosity. An aspect ratio of |zo|/£ = 1, based 
on e-folding distance, is assumed; the aspect ratio based on layer 
depth is hit = 5.64. The n/k ratio varies by a factor of about 280 
between top and bottom. 

The case of n/k ratio increasing with depth is shown in Pig. 8. 
An isothermal lower boundary is used with Raj = 200. Results for 
impermeable and permeable upper boundaries are shown in Figs. 
8(a) and 8(b). The region of vigorous flow corresponds to the re­
gion of high permeability. However, small but significant amounts 
of fluid do penetrate to the bottom despite the extremely small 
values of local Rayleigh number in that region. (To the best of our 
knowledge, the critical Rayleigh number for a layer of variable per­
meability has not been determined.) As in the constant permeabil­
ity case, the unconfined flow in Fig. 8(6) is more vigorous and re­
sults in greater heat transfer and a wider cold plume than the con­
fined flow in Fig. 8(a). The vertical profiles of horizontally aver­
aged temperatures in Fig. 8(c) are convectively controlled near the 
top and are nearly linear conduction profiles at the bottom. 

Cases with fi/k increasing with depth and with a prescribed, uni­
form heat flux at the lower boundary were also run. The results are 
not displayed here because they are, when scaled properly, essen­
tially identical to runs with an isothermal lower boundary. The 
reason is, of course, that conduction is the dominant mode of heat 
transfer near the bottom of the porous medium. Consequently, 
with isotherms horizontal and the heat flux vector vertical (and 
uniform in x), isothermal and uniform flux lower boundary condi­
tions are interchangeable. For example, results in Figs. 8(a) and 
8(6) are equivalent to cases with a uniform bottom heat flux at Ra/ 
= 352(= 1.76 X 200) and Ra/ = 364(= 1.82 X 200), respectively. 
Temperatures must be scaled down by the same factor. 

Although results for uniform heat flux and isothermal lower 
boundaries can be interchanged when permeability decreases with 
depth, there are advantages to using one formulation over the 
other. For example, the isothermal lower boundary condition (Dir-
ichlet) leads to much faster numerical convergence than does the 
heat flux boundary condition (Neumann). On the other hand, it is 
frequently desirable to treat heat flux as an independent variable, 

Journal of Heat Transfer 

Fig. 9. Exponentially Increasing permeability (exp. dec. vis.), constant 
bottom temperature, Ra( = 0.071: (a) Impermeable top, Nu = 1.73, \pmax 

= 5.14; (b) permeable top, Nu = 1.73, \j/mm = 5.14; (c) horizontally aver­
aged temperature 

using the constant flux formulation in which Ra/ and aspect ratio 
hit emerge as the only parameters. In the limit hit —• °°, for fixed 
Ra/, the near-surface convective flows become independent of hit. 
Near-surface convective flows, by comparison, remain dependent 
on hit in the isothermal boundary formulation. 

The case of ixlk ratio decreasing with depth is shown in Fig. 9 for 
isothermal lower boundaries. The Rayleigh number used was less 
by a factor of e 5 6 4 than that used in the runs depicted in Fig. 8. 
Thus, based on the minimum ii/k ratio in the fields, the flows 
should be comparable. Greatly increased flows in areas of low vis­
cosity are apparent. It can be seen that Fig. 9(a) is almost identical 
to Fig. 8(a) when turned upside down. The slight differences are 
ascribed to grid spacing differences. A comparison of Figs. 9(a) 
and 9(6) shows that the flows are not dependent upon the top hy-
drodynamic boundary condition. In the permeable case only 
streamlines with \p < 0.0029 penetrate the top and the computed 
maximum stream function value and the Nusselt number are vir­
tually identical with the impermeable top results. Surface heat 
fluxes are essentially uniform with x for both cases. The effect of a 
prescribed, uniform heat flux at the lower boundary was not inves­
tigated as it is expected to have only a minor effect on the physical 
region of most interest, i.e., near the top. 

Concluding Remarks 
A relatively simple model has been used to examine the effects 

of bottom heating, of upper boundary confinement, and of a vari­
able ixlk ratio on convection in a porous layer. Factors such as non-
isotropy and nonhomogeneity of permeability, aspect ratio, and re­
alistic morphology of the porous layer have not been studied. 
Present knowledge of in situ values of these factors precludes their 
consideration at this time. For eventual understanding of geother-
mal reservoirs additional factors need to be considered, such as 
different forms of withdrawal and replenishment, and the effects 
of phase changes. Nevertheless, computer simultations in conjunc­
tion with experimental work in the laboratory and in the field will 
continue to be effective tools for developing a basic understanding 
of flow processes in porous media. 
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APPENDIX 
The critical Rayleigh number for the onset of convection in a po­

rous medium was determined by Lapwood [2] for a constant per­
meability layer with isothermal boundaries and an impermeable 
bottom. For impermeable and permeable tops, he found Racr = 
39.4 and 27.1, respectively. Following his procedure this Appendix 
extends his analysis to a layer with isothermal upper boundary and 
a prescribed, uniform heat flux at an impermeable, lower bound­
ary. Permeable and impermeable tops are considered.3 With a 
slight change of notation for the constant flux case, we obtain the 
equation for marginal stability: 

v 4 e = • 
kpgaq" p8e a291 

La*2 ay2 J u-Km\m Lax' ay* 

Assuming a solution of the form 6 = Z sin tx sin my where Z is 
a function of z only, we obtain: CD2 — a2)2Z = \2a2Z, where a2 = 
h2 (I2 + m2), z = hi,, d/a£ = D, and X2 = Ra/. The general solution 
is: Z = Aie^Z + A2e~^i + A3esf + A4e~5£ where y2 = a2 + a\ and 
b2 = a2 - aX. 

For constant bottom flux, the bottom thermal condition be­
comes DO = 0 instead of Lapwood's 9 = 0. The imposed boundary 
conditions for the permeable top case are DZ = (D2 — a2)Z = 0 at 

3 Subsequent to the acceptance of this paper, it was discovered by the au­
thors that the permeable top case had been considered previously by Nield 
[11]. 
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£ = 0 and Z = D(D2 - a2) Z = 0 at £ = 1. (In this Appendix, £ = 0 
and 1, respectively, correspond to the bottom and top of the layer, 
to be consistent with Lapwood's choice of origin.) The resulting 
system of four linear equations for A\, A% A3, and A4 has a non-
trivial solution if the determinant of coefficients is zero: 

= 0 

This determinant yields: 

2yb + b2 sinhy sinhS + 276 coshy coshS + y2 sinhy sinhS = 0 

No solution exists for o,y real. Taking the imaginary root b = i-q we 
obtain: 

271; + (y2 — i)2) sinhy sinij + 277/ cosh7 cos?/ = 0 

The solution is ?j = 2.07 and 7 = 3.2. Thus, we obtain a = 1.75, X2 

= Racr = 17.7. 
For the case of constant bottom flux, impermeable top and bot­

tom, the boundary conditions are DZ = (D2 — a2)Z = 0 at £ = 0 
and Z = (D2 - a2)Z = 0 at £ = 1. The 
quirement is: 

7 —7 b —b 
1 1 - 1 - 1 

eT e -T e
s e~5 

ey e-y -e
s -e~ 

1. The resulting consistency re-

= 0 

The determinant when expanded yields: 

h sinhy coshS + y coshy sinh<5 = 0 

which again has no roots for b and 7 both real. Taking b imaginary 
(= it;) we obtain: 

T/ sinh7 cosr; + 7 coslvy sini; = 0 

This relationship is exactly what Lapwood found for the constant 
bottom temperature, permeable upper boundary case and yields 
Racr = 27.1. 

A table of critical Rayleigh numbers for the four constant per­
meability cases considered may now be set up: 

Ra 
Constant b o t t o m kpgaATh 

t empera tu re ~ 
(Lapwood) VKm 

Imper­
meable Permeable 

t o p t o p 

Constant b o t t o m 
flux 

kpgaq" h? 

39.5 

27.1 

27.1 

17.7 

Even though different definitions for Ra are used, they are 
equivalent at subcritical values of Ra and may be compared. As ex­
pected, the case involving two Neumann conditions is the least sta­
ble, and the case with no Neumann conditions the most stable. Cu­
riously enough, the two cases involving one Neumann condition 
show exactly the same critical Rayleigh number, which is midway 
between the other two values. 
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Onset of Convection in a Porous 
Medium With Internal Heat 
Generation1 

The conditions leading to onset of thermal convection in a horizontal porous layer are 
determined analytically using the method of linear stability of small disturbances. The 
lower boundary is treated as a rigid surface and the upper boundary as a free surface. 
The critical internal and external Rayleigh numbers are determined for both stabilizing 
and destabilizing boundary temperatures. The predicted critical external Rayleigh num­
ber in the limit of no heat generation is in agreement with the critical number predicted 
for a porous medium heated from below. 

Introduction 

The occurrence of natural convection in a fluid-saturated porous 
medium with internal heat generation is of interest in the evalua­
tion of the capability of heat-removal from particulate nuclear fuel 
debris that may result from a hypothetical accident in a nuclear re­
actor [l],2 and in examinations of subterranean porous layers when 
radioactive heating may be expected either naturally or due to 
proximity of nuclear wastes. The problem is similar to the occur­
rence of natural convection in a porous medium heated from 
below, which has been investigated more extensively in literature 
[2-6]. However, with the presence of internal heat generation, the 
temperature gradient of the fluid is nonlinear, and hence thermal 
convection may occur whether the top boundary temperature is 
lower or higher than the bottom boundary temperature, as long as 
a negative temperature gradient of sufficient magnitude occurs 
somewhere within the layer. The conditions which lead to onset of 
convection in the otherwise quiescent fluid depend on the porous 
medium thickness and permeability, fluid and porous medium 
physical properties, and the rate of internal heat generation. These 
parameters may be grouped in terms of two pertinent nondimen-
sional numbers: 

1 the external Rayleigh number, defined here as 

Kf gfSATLP 
R s = -

Km vfoif 

1 Work carried out under the auspices of the United States Nuclear Regu­
latory Commission. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 11,1975. Paper No. 76-HT-EE. 

and 
2 the internal Rayleigh number, defined here as 

Kj_ g(iQvL
sP 

Km 
R/ = 

(l) 

(2) 
VfdfKm 

The purpose of this paper is to predict the critical values of RE 
and R/, i.e., the values below which convection does not occur. 

Many investigators have considered the conditions for instabili­
ty in a porous layer heated from below, which was primarily moti­
vated by geophysical considerations [2-4]. Horton and Rogers [2] 
and Lapwood [3], seem to have been the first to establish analyti­
cally the critical Rayleigh number for onset of convection in a 
fluid-saturated porous layer heated from below (only the external 
Rayleigh number is of interest in this case). Katto and Masuoka 
[5] resolved some of the apparent divergence between theoretical 
predictions and experimental results on convective critical condi­
tions for bottom-heated porous media by introducing the effective 
thermal diffusivity am = Km/(pCp)f to replace ctf = K//(pCp)f in 
the more conventional external Rayleigh number. More recently, 
Gupta and Joseph's [6] numerical treatment showed excellent 
agreement with experimental results on the heat transport across a 
bottom heated porous layer. 

Sparrow, Goldstein, and Jonsson [7] studied analytically the 
thermal instability of an internally heated fluid layer as well as a 
layer heated from below, with various bouridary conditions. They 
showed that with increasing heat generation rate the fluid becomes 
more prone to instability, that is, the critical external Rayleigh 
number decreases. Thirlby [8] conducted a numerical study of 
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laminar convection in an infinite fluid layer, with particular atten­
tion to the dependence of the critical conditions on the Prandtl 
number. More recently, Suo-Anttila and Catton [9] reported nu­
merical results for the heat transfer upward and downward in a 
horizontal layer for a destabilizing temperature difference at the 
upper and lower boundaries. Their results show some agreement 
with the observations of Kulacki and Goldstein [10], who mea­
sured the heat flux and maximum temperature in a fluid layer with 
equal temperatures at the boundaries. Jahn and Reineke [11] re­
ported measurements that agreed well with those of Kulacki and 
Goldstein. 

Thermal stability of a fluid in an internally heated porous medi­
um has been given only limited attention. Buretta [12] and Sun 
[13] conducted limited experimental investigations involving elec­
tric-current heating of water-saturated bead-filled beds, for the 
case of no heat flux at the lower boundary. These results, however, 
are reported only in terms of a Nu number versus R/ with no at­
tention given to the simultaneous effect of RE on the heat trans­
port. As will be discussed later, simultaneous consideration of the 
values of R/ and RJS is required .for internally heated porous beds. 
Hwang [16] employed the small parameter method of Poincare to 
investigate the stability of thermal convection patterns in an inter­
nally heated porous medium. 

Mathematical Formulation 
A schematic diagram for a fluid-saturated bead-filled layer is 

shown in Fig. 1. 
The governing equations for fluid motion in a porous bed are the 

usual continuity, energy, and momentum equations. These three 
equations are: 

Continuity. 

i' Dp 

Dt 
+ pV -v = 0 

Momentum. 

p — = (0,0, pg) - Vp --D + MV2D 

Energy. 

pCP 
irr 
Dt ' 

••KmV*T+l 

(3) 

(4) 

(5) 

The third term on the right-hand side of equation (4) results 
from application of Darcy's law which relates the component of the 

FREE SURFACE 
• Z = L 

7 
RIGID SURFACE 

•Z =0 

PARTICULATE D 

Fig. 1 Schematic illustration of a porous layer 

pressure gradient due to flow resistance in a porous medium to the 
fluid velocity: 

- V p (6) 

When the permeability, P, is large, the resistance to flow becomes 
effectively controlled by the ordinary viscous resistance, pV2u. In 
this case, the convection phenomenon is similar to that in a fluid 
layer. In early investigations of thermal convection in porous 
media, the viscous resistance to flow has usually been ignored. 
This is an appropriate assumption as long as the size of a pore is 
relatively small compared to the dimensions of the layer. 

Determination of the onset of convection is achieved by assum­
ing that instability occurs by way of a perturbation to an existing 
steady-state or equilibrium condition. In the absence of convec­
tion, an equilibrium state is achieved such that heat is removed 
from the layer by conduction only. This equilibrium state may be 
expressed mathematically in the following manner (see Fig. 1): 

0 = 0, and K m V 2 T 0 = -Q„ (7) 
so that 

2Km 
+ 

To - Tul 
z + TD (8) 

-Nomenclature. 
Am = constant in the sine series solution 
a = wave number 
Bm = arbitrary constant in equation (32) 
Cm = arbitrary constant in equation (34) 
Cp = heat capacity 
Dm = arbitrary constant in equation (34) 
Em = arbitrary constant in equation (34) 
Fm = arbitrary constant in equation (34) 
g = acceleration of gravity 
jAnm) _ ^ h integral j n equation (36) (see 

Appendix) 
K = thermal conductivity 
L = layer depth 
P = permeability 
p = pressure 
Qu = volumetric heat source strength 
R# = external Rayleigh number 
RE = critical external Rayleigh number 
Rr = internal Rayleigh number 
Rj = critical internal Rayleigh number 

T = temperature 
AT = temperature differential between 

upper and lower surface (absolute value) 
t = time 
u = ^-component of velocity 
v = y- component of velocity 
0 = vector velocity 
W = component of w which is a function of 

z only 
w = z-component of velocity 
x = direction orthogonal to z 
y = direction orthogonal to x and z 
y = direction orthogonal to x and z 
z = distance in the particle bed measured 

upward from the bottom surface 
a = thermal diffusivity 
/3 = bulk thermal expansion coefficient 
f)i,02 = constants which satisfy the homo­

geneous equation (31) 

rj = dimensionless heat source strength 
6 = perturbed temperature 
p. = viscosity 
v = kinematic viscosity 
£ = dimensionless length 
ip = parameter grouping (equation (326)) 
i> = parameter grouping (equation (32a)) 
p = density 

Subscripts and Superscripts 

/ = fluid properties 
m = composite properties of particle bed 
U = upper surface 
D = lower surface 
0 = equilibrium or stable condition 
m = incremental integer in sine series solu­

tion (equation (30)) 
n = incremental integer in sine series solu­

tion 
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Equation (8) gives the equilibrium temperature distribution as a 
function of the vertical distance, z, above the bottom of the porous 
layer. 

The fluid density may be expressed by 

p = pc(l-f$T) (9) 

where pc is the density at T = 0. 
In a well established procedure (see reference [3 or 14]), we now 

consider a small departure from equilibrium conditions. Then, the 
velocity and temperature in the disturbed medium are given by 

0 = ul + v] + wk (10) 

T=T0+8 (11) 

The conservation equations (3)-(5) then take the form 

a , , 1 / a a a \ 
-(u, v, w) = (o,o,gpe) --(—,—,-)p 
at p \ax ay az/ 

(u, v, w) + vV2 (u, v, w) 
p 

du av aw 
— + — + — = 
ax ay az 

aT 

(12) 

(13) 

Aft / 3i At A l \ 
(pCp)m - + (pCp)f (u — + u — + w—)= KmV26 (14) 

at \ ax ay az/ 

The primary assumptions involved in these approximations are: 
(1) that density changes are negligible except insofar as they modi­
fy gravity (in the third of equations (4)); and (2) second order 
terms are insignificant and, therefore, can be neglected. The first 
of these two assumptions involves the so called Boussinesq approx­
imation in which physical properties are assumed to be constant 
with temperature, including density except where it affects the ac­
celeration term in the momentum equation. As demonstrated by 
Jeffreys [15], the onset of convective currents takes place at the 
condition of marginal stability in which a/at = 0. 

When substituting the temperature gradient obtained by differ­
entiating equation (8) into equation (14) and applying the condi­
tion of marginal stability, we obtain: 

(pCp)f I Qv /L 

Km Km \2 / L I 
(15) 

Equation (15) is cast into dimensionless form by using L, cev/g@Ls, 
and ct/L as units of length, temperature, and velocity, with the re­
sult: 

[ R ' / ( - - £ ) - R ' J H > ' = V26> (16) 

Here, R / and R^' are the modified internal and external Rayleigh 
numbers defined as follows: 

R'l 

R'j 

Kf\gf3Q„Lt 

VfOLfkm 

/Kf\gt3ATLs 

(16a) 

(166) 
vfaf 

Turning attention now to the continuity and momentum equa­
tions, we take the divergence of the first and second of equations 
(12), which yields: 

/au au\ 1 ia2p a2p\ /a2u a2u\ 
v (— + —) = - - ( - ^ + —7) + »v ( — + —) 

\at at/ 0 \ax2 av / \ax2 ay2/ 

v /au 
- - ( — + 
P \ax ay. 

au\ 

av/ 
(17) 

Using equation (13) we can eliminate the u and v components in 
equation (17) and, thereby, obtain: 

1 a v\aw 1 

\at PI az p 
(18) 

where 

Vi2 = — + - (19) 

By applying the operator V12 to both sides of the third of equa­
tions (12), we obtain: 

--(v1
2

P)=gpvl
2e 

p az 
(20) 

Eliminating Vi2P between (18) and (20) and again assuming a 
state of marginal stability, we obtain: 

h2--\ v2w = - — v1
2e (21) 

Nondimensionalizing as before, we arrive at the second equation 
that relates w' and 6': 

I L\ 
(V2 ) W = - Vx

20' (22) 

Assuming, at the onset of instability, the velocity and tempera­
ture distribution are given by a normal wave function (14), such 
that: 

Vx
20' = -a20' 

and 

(23) 

(24) Vi2u/ = —a2w' 

then, equations (22) and (16) may be written as: 

(D2 - a2 - — ) (D2 - a2) W(i) = a26(Q (25) 

(D2 - a2)0(£) = [ R ' / (\-i)~ R ' B ] WQ) (26) 

S o l u t i o n 
In the present paper, we consider a fluid-saturated porous bed 

with a free surface as an upper boundary condition and a rigid sur­
face as a lower boundary condition. Mathematically, these bound­
ary conditions are expressed by the following equations: 

W = DW=0 a t { = 0 

W = D2W = 0 at $ = 1 

6 = 0 at £ = 0, 1 

Employing a Fourier sine series solution, we have 

' = — £ Am sin (m7r£) 
d m 

and, from equation (25): 

L2-
(D2 -a2 ) (D2 -a2)W=T.Am sin (mrrf) 

(27) 

(28) 

(29) 

(30) 

(3D 

This form of the solution satisfies the boundary conditions in 
equation (29), and only four additional conditions need to be met. 

The particular solution for equation (31) is given by; 

Wp = '£Bm sin (mirO 

where 

Bm — -
(m7r)4 + \f/(rmr)2+ <p 

L2 

i/=2a2 + — 
P 

The homogeneous solution for equation (31) is of the form: 

(32) 

(32a) 

(326) 
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Fig. 2 First three eigenvalues for critical Internal Rayleigh number as a 
function of wave number 

Wh = C sinh ({:h~) + D sinh ({h ~) + E cosh ({h~) + 
F cosh (fh~) (33) 

where 

(33a) 

and 

(33b) 

Then, the general solution is 

W = L Bm Isin (m1l"~) + Cm sinh (f3rV + Dm sinh ({h~) 
m 

+ Em cosh (f31~) + Fm cosh (f32~)1 (34) 

By applying the boundary conditions (27) and (28), the con­
stants Cm through F m can be evaluated (see Appendix). 

The mathematical form of the solution is completed by substi-

( (([1I1i [! [[[[[', 

STABLE (T U ~ T D) 

I II [[II/ [I [I [lid 
[00 [0

' 
MOD[F[ED EXTERNAL 

I 

[I [[[[r! I I [lll'd 
[0 2 [03 

-, 
-; 

i J I IfilL! 

[04 

RAYLE[GH NUMBER, RE 

Fig. 3 Critical Internal Rayleigh number versus external Rayleigh number 
for stabilizing and destabilizing temperature differences 
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tuting the expression for the velocity, W (equation (34», back into 
equation (26) to obtain: 

(D2 - a2) ~ Am sin (m7r~) = a2[ R'I (~- ~) - R'E] 

x L Bm Isin (m1l"~) + Cm sinh (f31~) + Dm sinh (f32~) 
m 

+ Em cosh (f31~) + Fm cosh (f32V) (35) 

When equation (35) is multiplied by sin (n7rZ) and integrated be­
tween ~ = 0 and 1, a set of n equations result: 

~ [(m1l"~2+a2] Am Ionm = ~Bm {[ R'E _ ~/] 

X [Ionm + CmIr(n) + DmI 2(n) + EmIa(n) + FmI 4(n)] 

(see Appendix for the 1's.) 

Results-Stability Criteria 
In this analysis, a sixth order (n '" 6) approximation was used. 

This being the case, equation (36) yielded a 6 X 6 matrix of coeffi­
cients of the Am terms. In order that the Am be nontrivial, it is re­
quired that the determinant obtained from the matrix of the coef­
ficients of Am vanish. These coefficients are functions of the Ray­
leigh numbers, R'I and R'E, and the wave number, a. 

A numerical method was employed to obtain the values of one of 
the Rayleigh numbers that cause the determinant to vanish when 
the wave number and the alternate Rayleigh number are specified. 
For example, if the wave number and the external Rayleigh num­
ber, R'E, are specified, calculations of the eigenvalues yield the 
first six critical internal Rayleigh numbers, R'I. If these calcula­
tions are performed for various values of the wave number, a rela­
tion between the internal Rayleigh number and the wave number 
is obtained. Fig. 2 shows the variation of R' I with the wave number 
for the lowest three harmonics when R'E '" 0 and L2/P = 2.45 X 
105. The critical value of R'I for a specified R'E is the minimum 
value of R'I which corresponds to the lowest harmonic. For the 
case shown in Fig. 2, the critical internal Rayleigh number corre­
sponding to R'E = 0 is R'I = 1.15 X 108. 

It was found that if both Rayleigh numbers are mUltiplied by 
the dimensionless permeability, P/£2, all the calculated critical 
modified Rayleigh numbers fall on a single curve. Fig. 3 shows the 
critical internal Rayleigh number, RI, as a function of RE for both 
stabilizing and destabilizing temperatures at the boundaries. In 
fact, the graph in Fig. 3 can also be viewed as showing the critical 
external Rayleigh number, RE, as a function of R/. It is clear that 
for a destabilizing temperature condition in the absence of an in­
ternal heat source, a definite RE exists above which convective 
currents will occur. Increasing the internal heat source will de­
crease the RE, and this is shown in Fig. 3. 

For stabilizing boundary temperatures, the inclusion of a heat 
source of sufficient magnitude has the effect of moving the posi­
tion of maximum temperature from the top surface to a position 
within the layer. This results in a situation in which denser fluid 
overlies less dense fluid and the conditions for potential fluid mo­
tion are established. Since increasing the temperature difference at 
the boundaries in this case increases the degree of stability in the 
layer, an increased volumetric heat source will be required in order 
to establish an unstable condition. This is demonstrated in the 
upper curve of Fig. 3. 

Lapwood [3] established a stability criterion for a porous medi­
um heated from below for the case of two impervious conducting 
boundaries with a linear destabilizing temperature gradient. His 
analytical result has been verified by a number of investigators [4]. 
Writing his results in terms of the external Rayleigh number we 
have: 
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(37) 

Extending his analysis to include various combinations of bound­
ary conditions at the upper and lower surfaces, Lapwood estab­
lished that equation (37) also applied to the case of a rigid lower 
surface and free upper surface. Although this is a surprising result 
in view of the fact that the rigid-rigid and the rigid-free boundary 
conditions produce different results in the analysis of a nonporous 
liquid layer [7], Lapwood suggests that the difference between the 
two cases in the case of a porous medium is a second order effect. 
Fig. 4 shows Lapwood's criterion compared to that established in 
this analysis for the case of no internal heat source. The circles cor­
respond to calculated points from this analysis. It is seen from Fig. 
4 that the results of this work agree quite well with the Lapwood 
criterion for the case of no internal heat source. 

Katto and Masuoka [5J suggest that, due to the effects of hetero­
geneity, anisotropy, and various other factors including the possi­
ble inaccuracy of the Darcy law, theoretical results may deviate 
from experimental results for P/L2 higher than some critical num­
ber (of the order of 5 X 10-3). As the permeability increases, the 
Darcy law resistance decreases and the critical Rayleigh number 
should approach that of a simple nonporous liquid layer. Katto 
and Masuoka suggest that the analytical approach using Darcy's 
law is accurate so long as d/L < 0.1 -.. 0.2, where d is the particle 
diameter and L is the bed depth. Having stated this, however, they 
proceed to indicate that the theoretical predictions with Darcy's 
law seem to show relatively small deviation from their experimen­
tal results for values of d/L which approach 1.0. However, the scat­
ter of their data make such a conclusion questionable [12]. 

Direct experimental verification of the present work does not 
appear to be currently available. Buretta [12] and Sun [13], who 
experimentally determined the critical internal Rayleigh number 
for an internally heated porous medium, both quote a critical Ray­
leigh number of approximately 33. However, their experiments 
were performed with isothermal rigid upper surface and an adia­
batic rigid lower surface. The present analysis employs a rigid 
lower surface with a free upper surface and isothermal conditions 
at the upper and lower surfaces. The combination of critical Ray­
leigh numbers presented here is expected to hold true for a bed 
with a rigid isothermal upper boundary as well as a free isothermal 
surface upper boundary. However, due to the adiabatic heat flux 
condition at the lower boundary in Sun's and Buretta's experi­
ments, it is not possible to compare the present results with the 

II 
... H 10 
n:: 

n:: 
w 
(J] 

:;;0 
::J 
Z 

I 
(!) 

W 
...J 
r « 
n:: 
...J 
« 
z 
n:: 
w 
f­
Z 

RE"O 

L2 (P"2.45xI05 

CRITICAL INTERNAL 
RAYLEIGH NUMBER 

./ 
lo8~~~~8=~:L~~~~~~~~ 

I 3 5 7 9 II 13 15 

WAVENUMBER, a 

Fig. 4 Comparison between present results and Lapwood's results for no 
internal heat generation 
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Table 1 Hwang's results 

11 ~ RE Rr 
K 6T 

m 

0 39.48 0 

5 34.59 173.0 

10 27.02 270.2 

15 21.45 321. 7 

20 17.63 352.5 

25 14.92 372.9 

30 12.91 387.4 

40 10.16 406.4 

50 8.37 418.4 

60 7.11 426.7 

80 5.47 437.4 

100 4.44 443.9 

data from those experiments. Hwang [16], who employed the small 
parameter method of Poincare, supplies a list of critical external 
Rayleigh numbers as a function of the dimensionless heat source, 1/ 

= QvL2/Kmt:.T. The critical internal Rayleigh number can be cal­
culated directly, since 1/ = RdRE. A list of Hwang's results is 
found in Table 1. Hwang did not solve the problem for a stabilizing 
temperature difference, but his results for the destabilizing case 
agree remarkably well with the present results shown in Fig. 3. 

Results of this analysis may be applied in the field of nuclear re­
actor safety where the problem of containing the debris which may 
result from a hypothetical reactor core disruptive accident is of 
primary concern. Current analysis of hypothetical accidents in the 
liquid-sodium-cooled fast breeder reactor, for example, predicts 
the formation of sodium flooded fuel particulate beds at various 
locations outside the original core region. The heat generated by 
radioactive decay of fission products in such a debris bed remains 
appreciable (about 1 percent of the full nominal operating-power 
level) for an hour after termination of the neutronic chain reaction. 
Heat transfer rates within the debris bed determine the maximum 
bed depth and thus the amount of fuel which can be retained in 
the bed. 

Although the present results can be used to predict the condi­
tions for which convective heat transfer can be expected to occur, 
actual heat transfer rates have not been calculated. Further work 
in this direction should, therefore, include determination of local 
Nusselt numbers and perhaps inclusion of various additional 
boundary conditions. In particular, in a reactor debris case, a cool­
ant layer may overlay the debris bed and, hence, a pervious bound­
ary for the porous bed will be of interest. 

In summary, an analytical approach has been used to predict the 
conditions for the onset of instability in a liquified porous layer 
with an internal heat source and both stabilizing and destabilizing 
boundary temperature conditions. The results agree very well with 
earlier, existing analyses in the limit of no internal heat source. 
The results of this analysis also agree well with a previous analysis 
[16] employing a different approach for the case of a destabilizing 
boundary temperature condition. This analysis, while agreeing 
well with existing analytical solutions, nevertheless remains to be 
substantiated by an adequate experimental investigation. 
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APPENDIX 
T h e following sys tem of equa t ions resul t s from apply ing the 

b o u n d a r y condi t ions in equa t ions (28)-(30) to equa t ion (33): 

0 0 

01 ft 

sinh (ft) sinh (ft) 

L f t 2 s inh ( f t ) ft2 sinh (ft) 

Using Cramer's rule to evaluate Cm 

1 1 
0 0 

cosh (ft) cosh (ft) 

ft2 cosh ft) ft2 cosh (ft) J 

^m 

Dm 

Em 

-Fm _ 

" 0 

—mir 

0 

_ 0 -

through Fm yields: 

-mir cosh (ft) sinh (ft) 
m ~ [ft cosh (ft) sinh (ft) - ft cosh (ft) sinh (ft) 

mx cosh ft) sinh (ft) 
m " [ft cosh (ft) sinh (ft) - f t cosh (ft) sinh (ft 

^ rmr sinh (ft) sinh (ft) 

[ft cosh (ft) sinh (ft) - ft cosh (ft) sinh (ft) 

- m x sinh (ft) sinh (ft) 

] 

] 

] 

T h e in tegra ls in equa t ion (35) are def ined in t h e following m a n n e r : 

V m = P sin (rax£) sin (nnrQdl, 

Zi<">= f sin (nrO s inh (ft£)ci£ 

hM = f sin (nirf) s inh (f t£)d£ 
Jo 

hM = C s in (nxf) cosh ( f t f )d f 
Jo 

Uia) = P sin (mr l ) cosh ( f t f )d£ 

hnm = P i sin (rax£) sin ( m x £ ) d { 

hln) = P i sin (rnr£) s inh ( f t£)d£ 

h{n)= f I sin (rexf) s inh ( f t£Wf 
Jo 

hM = P £ sin (nirQ cosh. ( f t£ )d{ 

7o ( n ) = P i sin (rax£) cosh (f t£)d£ 

Eva lua t ion of these in tegra ls yields: 

2 

—rax s inh ( f t ) cos (rax) 

" ft2 + (rax)2 

—rax sinh (f t ) cos (rax) 

' ft2 + (rax)2 

•nx[cosh (f t ) cos (nir) — 1] 

ft^T^r]2 

-rax[cosh (f t ) cos (rax) — 1] 

- Snm if ra = m 

—\nm 
- if (n, — m) is o d d 

[ft cosh (ft) s inh (f t ) - ft cosh (f t ) s inh (ft)] 

IeM = 

/7(n) = 

/8
("> 

7BW = 

x~[ra2 — m 2 ] 2 

2raxft[cosh (f t ) cos (rax) - 1] rax s inh (f t ) cos (rax) 

[ f r a ^ T f t 2 ] 2 U ^ + f t 2 

2mr ft[cosh (f t ) cos (rax) — 1] mr s inh (f t ) cos (nir) 

[(rax)2 + ft2]2 (rax)2 + ft2 

2raxft s inh ( f t ) cos (mr) rax cosh ( f t ) cos (nir) 

[ f ^ T f t 2 ] 2 ' ( n ^ ) 2 + ft2 

2raxft s inh (f t ) cos (rax) rax cosh (f t ) cos (nir) 

[(rax)2 + ft2 (rax)2 + / 
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Natural Convection of a Heat-
Generating Fluid Within Closed 
Vertical Cylinders and Spheres 
Steady natural conuective flow fields were numerically and experimentally character­
ized for 0.7 Prandtl number fluids having constant, uniformly distributed, internal heat 
sources. The bounding isothermal walls containing the fluid were considered to be either 
a sphere or a cylinder of finite height. An instrumented cylinder containing radioactive 
tritium gas was used to demonstrate experimental and analytical agreement for local 
temperatures over a range of Grashof numbers. For the spherical geometry, a general­
ized correlation was obtained for the surface-averaged Nusselt number as a function of a 
modified Grashof number. 

Introduction 
The natural convection of enclosed, heat-generating fluids has 

received limited attention. The few specialized cases reported in 
the literature have consisted of either long, vertical tubes resem­
bling nuclear reactor liquid fuel elements [1, 2J,2 or, in one recent 
case [3], a long horizontal tube filled with a reacting gaseous mix­
ture obeying Arrhenius's law for the reaction rate dependency on 
temperature. 

For certain processes such as fermentation, liquid radioactive-
waste heat removal, or certain chemical reactions possessing reac­
tion rates nearly independent of temperature, the enclosed fluid 
may be modeled as having a constant, uniformly distributed heat 
source. Usually, there exists for such systems a quasi-steady state 
wherein the eventual attenuation of the heat generated within the 
fluid is slow compared with the time needed for the convective 
flow and temperature fields to develop from any given change in 
the heat-generation rate. 

When a heat-generating fluid is contained in a vessel, there exist 
temperature gradients throughout the fluid. The temperature-in­
duced density differences cause a circulatory motion in which the 
lighter, warmer fluid in the interior regions of the vessel is general-

1 Presently at General Electric Vallecitos Nuclear Center, Pleasanton, 
Calif. 

2 Numbers in brackets designate References at end of paper. 
Contribution by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the AIChE-
ASME Heat Transfer Conference, San Francisco, Calif., August 10-13,1975. 
Revised manuscript received by the Heat Transfer Division October 21, 
1975. Paper No. 75-HT-60. 

ly buoyed upward and the heavier, cooler fluid near the walls flows 
downward. The motion persists in such a way as to conserve the 
mass, momentum, and thermal energy of the contained fluid. In 
the steady state, the heat extracted at the walls must equal the 
total amount of heat generated by the fluid. 

For a Prandtl number of 0.7, the convective flow fields which 
occur in both spherical and vertical cylindrical vessels were ob­
tained numerically using a computationally efficient combination 
of previously used numerical procedures [3-5]. Local temperatures 
were measured within a vertical cylinder containing the radioac­
tive (hydrogen) isotope, tritium, and were compared to computed 
values over a range of Grashof numbers. So as to exclude depen­
dency on cylinder aspect ratio, the numerical procedure was ex­
tended to a spherical case so that the apparent shift from a global 
type flow to a boundary layer flow could be generally characterized 
solely by a modified Grashof number (Prandtl number fixed at 
0.7). 

Analysis 
Plow Field Relationships. Although only the steady flow and 

temperature fields are sought, the transient computational process 
used to obtain them is allowed to progress until a steady state is 
achieved. Therefore, in deriving the governing equations, we retain 
time dependencies and treat the fluid as initially quiescent and 
isothermal until a step in heat generation rate is applied uniform-

ly. 
The analysis is based on the assumptions of laminar incompress­

ible flow, and, because of the small temperature differences in the 
experimental work, the use of constant transport properties is jus­
tified. The numerical procedure, however, is not necessarily limit-
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ed to the constant property assumption. Viscous dissipation is ig­
nored because the local velocities are small. Even though the flow 
is taken to be incompressible, the Boussinesq approximation will 
be used to allow for the temperature dependent buoyancy forces 
caused by local density differences. 

The flow field can be described by the continuity, momentum, 
and thermal energy equations. In dimensionless vector form the 
thermal energy equation is written as 

h u. • grad < 
Pr 

(div grad 0 + 1) (1) 

where the last term is the contribution of the internal heat source. 
Use of the Boussinesq approximation introduces the temperature 
into the momentum equation through the body force term 

-7- L 

'~7(' 
AafiL

2 

(2) 

For the numerical work, it is convenient to introduce the mo­
mentum and continuity equations in terms of stream function and 
vorticity. Vorticity is defined as the curl of the velocity, and a vor-
ticity transport equation is obtained by taking the curl of the mo­
mentum equation. The vorticity equation is derived as 

d<i> I g\ 
\- u grad Si = div grad to + Gr* curl (<j> - I + a> grad u (3) 

ar \ gl 
The modified Grashof number Gr* = AogftL5/kv2 is a dimension-
less parameter group that emerges from the nondimensionalization 
of the vorticity equation. Unlike the standard Grashof number, 
Gr* does not use a characteristic temperature difference, and the 
length scale appears to the fifth power rather than the third power. 

A solution to equations (1) and (3) is possible after the vorticity 
and velocity vectors are related to a common variable, namely the 
stream function. It is this additional relationship which limits the 
type of geometry which can be considered by the present numeri­
cal technique. The fundamental restricting requirement allowing 
for the explicit relationship of vorticity to stream function is that 
the vorticity vector be unidirectional and normal to the plane of 
the velocity field. For the sphere and cylinder, this requirement is 
satisfied when the axis of the enclosure is parallel to the gravita­
tional vector and when there are no circumferential variations in 
the wall temperature distribution. In such cases, and after equa­
tion (3) has been expanded to a coordinate system, only the magni­

tude of the vorticity must be considered, and the vorticity trans­
port equation may be treated as a scalar equation. Also, the last 
term of equation (3) will be zero. 

The stream function is defined in terms of the local velocity 
components so as to identically satisfy the continuity equation. 
These relationships cannot be written in a general vector form; 
they must be referred to a specific coordinate system. When the 
definitions of stream function are substituted into the definition of 
vorticity a second-order elliptic equation relating stream function 
to vorticity emerges. The relationships for the geometries consid­
ered here are: 

Cylinder. 

ld\p I dip 
ur = ; ux = 

r ax r ar 
and 

a i\ a\p 

ar \r ar) ax \r ax' 

Sphere. 

dip 

r2 sin 8 ad 
ut •• 

a\p 

and 

1 Va2\p sin 8 a / 1 a\p\ "] 

r sin Star2 r2 a8 \sin 8 a8/ J 

(4) 

(5) 

(6) 

(7) 

Equation (1), (3), and either (4) and (5) or (6) and (7) form a 
closed set of nonlinear second-order partial differential equations. 
The solutions to the finite-difference analogs of these equations 
may be obtained numerically once initial and boundary conditions 
are specified. 

Although the numerical solution will accommodate any wall-
temperature specification without curcumferential variations, we 
consider here the case of an isothermal wall. For that case, the 
nondimensional temperature must vanish at the wall. Though a 
boundary condition at the walls requires that the velocity u vanish 
there, in the present formulation, this condition must be cast in 
terms of boundary values for the vorticity and stream function 
equations. The vorticity boundary condition is obtained by evalu­
ating the stream function equation on the boundaries according to 
the velocity boundary condition. For a transient solution, the vor­
ticity boundary conditions continually change as the stream func-

- N o m e n c l a t u r e „ 

cal 
Ao = volumetric internal heat source • 

[1.907 X 10"5 X P) 3 

, = specific heat evaluated' at constant 

cal 
pressure, [1.168] 

gmK 

D = diameter, cm 
/ = term in momentum equation owing to 

body force, equation (2) 
g = gravitational acceleration, cm/s2 

Aog(3L5 

Gr* = modified Grashof number, 
kv2 

H = height of cylinder, cm 

k = thermal conductivity of the fluid, 

cal 
• [2.558 X 10~4] 

s cm K 

L = characteristic length, taken here to be 

the diameter for both the cylinder and 
the sphere, cm 

Nu = Nusselt number, equation (11) 
Nu» = steady surface-averaged Nusselt 

number, equation (12) 
P = pressure, atm 
Pr = Prandtl number, via 

cal 
qw = heat flux at walls, — -

cm2 

r = nondimensional radius (dimensional 
radius divided by characteristic length) 

s = surface area of either vessel, cm2 

t = time, s 
T = local fluid temperature, K 
Tm = mean fluid temperature, equation 

(10), K 
Tw = wall temperature, K 
u = dimensionless velocity, ULJp 
V = volume of vessel, cm3 

x = nondimensional axial coordinate (di­
mensional coordinate divided by charac­
teristic length) 

a - thermal diffusivity of fluid, cm2/s 
[8.888 X 10-VP] 

/3 = coefficient of cubic expansion, K _ 1 

[3.555 X 10~3] 
p = fluid density, gm/cc [2.4616 X 10~4 X 

v = kinematic viscosity of fluid, cm2/s 
[6.222 X 10-VP] 

0 = polar coordinate (the line along which 8 
= 0 and 7r is coincident with the gravity 
vector) 

(j> = dimensionless temperature 

T = dimensionless time, tv/L2 

LO = vorticity = curl u 
\p = stream function 

T -Tw 

AoL2/k 

3 The quantities in brackets are the properties 
of tritium gas (at 25°C) that are used in subse­
quent cylinder calculations. 
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tion field varies. The stream function values on the boundaries are 
obtained by evaluating the stream function definitions at the 
walls; on a solid boundary the stream function is a constant. 

In the nondimensionalization of the equations for both the cyl­
inder and the sphere, we have chosen the diameter as the charac­
teristic length scale by which the coordinates are normalized. 
Therefore, for the vertical cylinder an additional parameter—the 
height-to-diameter ratio—must be introduced in order to apply 
the boundary conditions. Such a parameter does not occur in the 
spherical geometry since the polar coordinate is inherently dimen-
sionless. 

Transport properties used for tritium in comparing experimen­
tal results to the numerical solution are given in the nomenclature. 
The viscosity and thermal conductivity were determined from hy­
drogen data by means of a kinetic-theory correction for the molec­
ular weight of tritium (see, for example, reference [6]). The density 
and specific heat capacity were determined by means of the ideal-
gas equation of state since the pressures were low enough to justify 
its use. The Prandtl number was calculated as 0.7. The internal 
heat generated by the beta emission process during radioactive tri­
tium decay results from the beta particles giving Up their kinetic 
energy by collisions with the surrounding gas. This heating has 
been accurately measured by calorimetry, and its value was taken 
to be 0.3240 W/gm [7], from which An was calculated. The range of 
the average energy (5.65 kev) betas is 0.4 and 4 cm for gas pressure 
of 1 and 0.1 atm, respectively. Therefore, some energy released by 
the decay can be absorbed in the vessel walls instead of the gas. 
However, because the ranges are relatively small with respect to 
the vessel dimensions, and because some of the betas will be re­
flected back into the gas from the wall, it is felt that the assump­
tion of uniform heating is a good one for the present experiments. 
The half-life of tritium is 12.43 yr [7], so the convective flow field is 
essentially steady for the purposes of this study. 

Nusselt Number aiid Mean Tempera tu re . In addition to the 
local temperatures and velocities, it is often useful to know the 
mean fluid temperature and the wall heat transfer. In terms of the 
dimensionless variables used, the local wall heat flux is given by 

Qw = -A0L(grad <£)„aii (8) 

In the steady state, the spatial integral of qw must equal the total 
amount of heat generated by the fluid; thus, 

J V 
(grad $)waii ds = - — (9) 

Since constant fluid properties have been taken, the mean fluid 
temperature Tm is given by a volumetric average of the local tem­
peratures 

Tm = Tw+^-± C 4>dV (10) 
k VJv 

The integral appearing in equation (10) can be written in terms of 
the Nusselt number; thus if the Nusselt number is known, the 
mean temperature can then be determined. The local Nusselt 
number is defined by 

N u = / g" \L = -V(gmd<t>)vlen 
\Tm-TjK Sv4>dV 

At steady state the surface averaged Nusselt number is given by 

N - u ^ l i m ^ i X N u ^ l ^ j V v ) - 1 (12) 

which is a function of Gr* and Pr, and for the finite vertical cylin­
der, is also a function of height-to-diameter ratio. The minimum 
value of Nu„ is given by the pure conduction solution (i.e., Gr* = 
0) and is, of course, independent of the Prandtl number. For the 
sphere, this minimum value for N u . is 10. 

N u m e r i c a l So lu t ion 
The finite-difference analogs to the governing equations were 

solved for each discrete point on a grid network.4 Special consider­
ation was given in writing the finite-difference equations at r = 0 
where the equations become singular (see, for example, reference 
[8]). Although only the steady solutions were of concern, the tran­
sient solutions for an initial step in An (constant Tw) were ob­
tained. This procedure allows the retention of the parabolic or 
marching character of the transport equations. 

The numerical technique used is a modification of an alternat­
ing-direction-implicit (ADI) method [9]. This modification in­
creases the computational efficiency by treating the advective and 
source terms in the transport equations in an explicit way [8]. The 
procedure requires fewer computations per timestep than does an 
ADI method, and permits taking larger, but nonetheless stable, ti-
mesteps than does the explicit method. If the advective terms are 
treated implicitly in the ADI scheme, the coefficient matrices of 
the tridiagonal sets of equations must be evaluated at each time-
step. However, when only the diffusion terms are evaluated implic­
itly, and when the transport properties are constant, the coeffi­
cient matrices are functions of the grid geometry alone and not the 
flow field. Therefore, it is necessary to evaluate the tridiagonal 
coefficients only once at the beginning of the solution instead of at 
each timestep, and the computational procedure is more efficient 
than the normal ADI method. For the Gr* of interest here the sta­
bilizing influence of the implicit treatment of the diffusion terms 
allows timesteps comparable to those of the full ADI method. The 
diffusion and source terms are differenced with second-order cen­
tral differences and the advective terms are differenced with first-
order conservative windward differences. Although other approxi­
mations could be made for the advective terms, it is felt that the 
physical nature of advection is best described by the windward dif­
ference formulation [10]. 

The numerical procedure, which is developed in detail in refer­
ence [8] is outlined as follows. Begin by setting the initial and 
boundary conditions. The velocities, which are used in the advec­
tive terms, are then calculated from the stream function field using 
central-difference approximations to equations (4) or (6). Next, 
the transport equations [temperature, equation (1); and vorticity, 
equation (3)] are advanced one timestep in an ADI procedure; in 
the present formulation, the advective terms are evaluated entirely 
explicitly (at the previous timestep) and can be thought of as 
source terms in a diffusion equation. With the new vorticity field, 
the new stream function field can be found by solving the stream 
function equation [equation (5) or (7)]. To do so, these elliptic 
equations are solved using an iterative successive over-relaxation 
technique. The new values of the vorticity boundary condition are 
then computed from the stream function field and the velocity 
boundary conditions. The entire procedure, beginning with the ve­
locity evaluation, is repeated Until the steady-state solution re­
sults. 

For the low-Grashof-number computations, a few hundred sec­
onds of CDC 6600 time were required, while several thousand sec­
onds of computation were needed for the high-Grashof-number 
calculations in the sphere. Since most of the computer time is 
spent in solving the stream function equation, the computational 
efficiency could be increased by using a faster Poisson solver. As 
Gr* becomes large the overall accuracy of solution can be en­
hanced by concentrating grid points near the boundaries. How­
ever, for the Gr* of interest here it is felt that a uniform grid spac­
ing provides sufficient accuracy. 

E x p e r i m e n t a l M e t h o d 
Numerical results for the cylinder were compared with experi­

mentally determined temperatures at three axial and two radial 
locations over a range of internal gas pressures (0.1, 0.5, 1.0 atm) to 

it 

4 For the vertical cylinder an equally spaced grid network of 19 radial by 
39 axial divisions was used. For the sphere the grid was composed of 40 radi­
al by 39 polar divisions. 
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INTERNAL DIMENSIONS 
DIAMETER 21.3 CM 
HEIGHT 28.0 CM 

Fig. 1 Cross section of the 10-1 cylindrical vessel, including locations of 
thermistor thermometers 

-10.65 cm 

28.0 cm 

I TEMPERATURE 
DISTRIBUTION (C) 

Fig. 2 Calculated isotherms and streamlines for the 10-1 vessel filled with 
tritium gas at 0.1 atm (Gr"D = 2.78 X 103) 

simulate a range of modified Grashof numbers. Relatively pure (99 
percent) tritium contained in the cylinder provided a uniformly 
distributed heat source. The cylinder was placed in a well-stirred 
constant-temperature (298.0 ± 0.003 K) water bath to ensure iso­
thermal boundaries. The cylinder volume was 10 1, and its height 
and diameter were 28 and 21.3 cm, respectively (Fig. 1). 

The temperature measurements were obtained with small (2.5 
mm dia by 6 mm long) resistance thermometers (thermistor) 
placed at each of five positions. The sensors were suspended on 
thin but stiff lead wires, and their positions were checked before 
and after the tests to make sure that no movement had occurred. 
The sensors consisted of a semiconductor metallic oxide sensing el­
ement encapsulated and hermetically sealed in glass. Sensors were 
calibrated by comparison with a calibrated platinum resistance 
thermometer in the bath and with a non-heat-generating gas (air 
or hydrogen) in the cylinder. Using small increments in the bath 
temperature, the sensors were calibrated over the range of tritium-
induced temperature rises. The calibration procedure was repeat­
ed after each series of temperature measurements to verify the sta­
bility of the sensors after exposure to tritium nuclear radiation. 
Their integrity during the test was verified by measuring the wall 
temperature (which is equal to the bath temperature) with a sen­
sor that is in contact with the tritium environment. Resistive heat­
ing in the sensors was reduced to negligible levels by systematically 
lowering sensor electrical current until the measured resistances 
were constant at a given temperature. The limited number of sen­
sors and the smallness of the sensor wires minimized interference 
with the thermal and convective flow fields inside the cylinder. 

The overall measurement uncertainty is estimated to be ±0.06 
K at a pressure of 1 atm and ±0.04 K at the lower pressures. These 
estimated measurement errors represent the sum of reasonable 
bias estimates plus two standard deviations of the random vari­
ability of the measurements. 

Results 
The experimental and calculated temperature fields are com­

pared here for the vertical cylinder filled with tritium gas at pres­
sures of 0.1, 0.5, and 1.0 atms. These pressures correspond to Gr* 
values (based on cylinder diameter) of 2.8 (103), 3.5 (105), and 2.8 
(106), respectively. The numerical solutions are shown in Figs. 2, 3, 
and 4 as steady-state isotherms and streamlines. Also, the calculat­
ed axial velocity profiles at the cylinder midheight (14 cm from the 
cylinder base) are plotted in Fig. 5. Very small velocities occur at 
the low pressures while velocities as large as 3.2 cm/s occur at a 
pressure of 1 atm. As would be expected, the wall boundary layer 

becomes thinner and shifts nearer the wall for higher Gr*. 
At the lowest pressure, the absence of significant convection is 

revealed both by the negligibly small velocities and by the symme­
try of the isotherms. Thus, the solution approaches the conduction 
solution (i.e., no fluid velocity) as a lower limit of small Gr*. For 
the pure conduction solution, which can be obtained analytically 
[11], the isotherms would be perfectly symmetric about a horizon­
tal plane at the cylinder midheight. For a pressure of 0.1 atm, the 
peak conduction temperature is 25.198°C, and the peak tempera­
ture computed in the convective field is 25.192°C. At a pressure of 
1 atm, the conduction peak temperature is 26.918°C, and it still 
occurs at the cylinder center. However, at this higher pressure, the 
convective effects become important, the peak temperature is re­
duced to 25.97° C, and its location is shifted to one well above the 
cylinder center (Fig. 4). In the limit of infinite Gr*, the tempera­
ture field will become almost isothermal, with all the temperature 
gradients occurring in a very narrow boundary layer near the wall. 

Experimental temperature measurements were taken at five 

-10.65 cm 

I TEMPERATURE 
(DISTRIBUTION (C) 

28.0 cm 

i STREAMLINES 

Fig. 3 Calculated isotherms and streamlines for the 10-1 vessel filled with 
tritium gas at 0.5 atm (Gr*D = 3.5 X 105) 
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28.0 cm 

i TEMPERATURE 

'DISTRIBUTION (O 
I STREAMLINES 

I 

Fig. 4 Calculated isotherms and streamlines for the 10-1 vessel filled with 
tritium gas at 1.0 atm (Gr" D = 2.78 X 106 ) 

points within the cylinder: three along the cylinder axis and two at 
the cylinder midheight. These data are plotted for the three pres­
sure levels in Figs. 6 and 7 along with the corresponding calculated 
temperature profiles. Since the estimated uncertainty in the mea­
surements is ±0.06 K, the calculations are well within the limits of 
experimental error. The fact that the measured temperatures are 
below those calculated for the Gr* = 2.78(103) case may be caused 
by the deposition of some of the energy in the cylinder walls and 
not in the gas. 

Because the height-to-diameter ratio is eliminated, the sphere is 
the more suitable geometry for illustrating the dependency of the 
flow on Grashof number. Moreover, the conduction solution, which 
is a lower bound for Gr* = 0, is unidimensional and thus provides a 
convenient basis for comparison with the higher-Gr* results. The 
steady-state conduction solution is given analytically by 

AoD2 

T(r) 
6k •G-) 

Three representative solutions are given in Figs. 8-10 for succes­
sively increasing values of Gr*zj. These figures show plots of iso­
therms, streamlines, and normalized5 temperatures, each as a 
function of radius. The dashed line on each plot is the conduction 

10 12 14 16 
HEIGHT (CM) 

20 22 24 26 28 

5 All temperatures are normalized to the peak conduction temperature. 

Fig. 6 Comparison of measured (points) and calculated (solid lines) axial 
temperature profiles in a 10-1 cylindrical vessel filled with tritium gas at 
various values of G r ' D 

solution; the solid lines are the convection solution on rays of an­
gles, 0, 45, 90, 135, and 180 deg from the top; and the line defined 
by asterisks is the computed mean temperature. 

For Gr* = 105 (Fig. 8), the velocities are low and the convection 
results are not too far from the conduction solution; thus, the peak 
temperature has shifted only slightly above the center. The flow 
field may be characterized as global because no particularly steep 
gradients exist. 

As the modified Grashof number increases, however, steeper 
gradients begin to form near the walls. Around Gr* of 107, a 
boundary-layer type of flow is apparent near the walls. The in­
creased velocities cause the peak temperature to shift closer to the 
top of the sphere, and there is a significant departure from the 
conduction solution. The crescent shape in the isotherms (Fig. 9) is 
caused by the updraft of warm fluid in the interior regions accom­
panied by a downflow within the boundary layer on the cooler wall. 
The increased fluid velocities are responsible for mixing the fluid 
and reducing the temperatures well below the values for conduc­
tion alone. 

At Gr* = 1010, the velocities are still larger and there is signifi­
cant fluid mixing; thus the internal temperatures are nearly uni­
form, and most of the temperature drop occurs close to the walls. 
In contrast with that of the pure conduction problem, the temper­
atures for high Gr* are small. Fig. 10 reveals a thin, high-velocity 
boundary layer and a bowing of the streamlines in the interior re­
gions, phenomena which may imply a vortex separation there. At 
these high-Gr* values, instabilities in the flow are likely to devel­
op. Some evidence of the possibility of turbulence is apparent in 
the kidney shape of the vortex patterns at Gr* = 1010 and in the 
large gradients near the wall. Therefore, the very-high-Gr* solu-

Fig. 5 
values 

~i 1 1 1 1 r 

4 5 

RADIUS (CMl 

Calculated axial velocity profiles at cylinder midheight for three 
of Gr* D 

a: 25.6 

< 

25.2 ( • 

4 5 6 
'RADIUS (CM) 

Fig. 7 Comparison of measured (points) and calculated (solid lines) radi­
al temperature profiles at the midheight of a 10-1 cylindrical vessel filled 
with tritium gas at various values of G r ' D 
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Fig. 8 Computed isotherms, streamlines, and radial temperature profiles 
in a sphere of fluid having Gr* = 10s 
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Fig. 10 Computed isotherms, streamlines, and radial temperature profiles 
in a sphere of fluid having Gr ' = 101 0 

tions do have more inaccuracies associated with them than do the 
lower. It is for this reason that results are not presented at higher 
Gr* even though the numerical calculations can be made. 

The convective contribution to the surface-averaged Nusselt 
number, Nu„ - 10, is plotted as a function of Gr*o for a 0.7 
Prandtl number fluid in Fig. 11. The shift from a global to a 
boundary-layer type of flow is responsible for the gradual change 
in slope of the Nusselt number curve in the range 105 < Gr* < 107. 
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For a particular vessel and fluid, the correlation shown in Fig. 11 
allows the prediction of the Nusselt number from which the steady 
mean fluid temperature can be determined. 
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Effect of Thermal Instability on 
Thermally Developing Laminar 
Channel Flow 
Results are reported of an experimental investigation in the thermal entrance region of a 
horizontal parallel-plate channel when the lower plate is heated and the upper one is 
cooled. The experiments covered a range of Rayleigh numbers between 103 and 3.1 X 104 

and Reynolds numbers between 30 and 1100 using air. Measurements of Nusselt num­
bers and temperature distributions indicate much higher critical Rayleigh numbers than 
the theoretically predicted values. Beyond critical Rayleigh numbers second-type vortex 
rolls are predominant and the local Nusselt number increases gradually with the Ray­
leigh number. The thermal-entrance length as determined from temperature profiles 
does not show appreciable change with the Rayleigh number. 

Introduction 

The effects of a thermal instability on a fully developed laminar 
flow between two horizontal flat plates where the lower plate is 
heated and the upper is cooled have been studied theoretically, as 
well as experimentally, by several investigators (e.g., Ostrach and 
Kamotani [l]1 and Hwang and Cheng [2]). Beyond a critical tem­
perature difference longitudinal vortex rolls appear in the passage 
and appreciable heat transfer augmentation is obtained. 

In practice fully developed conditions are usually not met be­
cause of the limited length of the flow passage. Thus, the study of 
thermal instability in the entrance region is very useful. However, 
very little work has been done on this problem. Hwang and Cheng 
[3] determined theoretically the conditions marking the onset of 
thermal instability in a hydrodynamically fully developed but 
thermally developing region. They found that for Pr > 0.7, the flow 
is more stable in the thermal entrance region than in the fully de­
veloped region, but the opposite is true for Pr < 0.2. They calculat­
ed critical Rayleigh numbers at different locations in the thermal 
boundary layer. 

In the present experiments the heat transfer rate was measured 
in the thermal entrance region in the range Ra = 103-3.1 X 104 and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division July 14, 1975. Paper No. 76-HT-R. 

Re = 30-1100. The onset of thermal instability was determined ex­
perimentally and was compared to the theoretical prediction of 
Hwang and Cheng. In addition, temperature distributions were in­
vestigated to study the effects of longitudinal vortex rolls on the 
temperature field in the thermal entrance region and, hence, on 
the augmentation of the heat transfer. 

Experimental Apparatus and Procedure 
A sketch of the test apparatus and the coordinate system adopt­

ed herein is shown in Pig. 1. The test section was 31.8 cm wide and 
26.7 cm long. The lower plate of the test section was made of a 6.35 
mm thick aluminum plate. Electrical heating mats were bonded to 
the back of the aluminum plate. Six heaters of various sizes were 
arranged as shown in Pig. 2. Four guard heaters were used to com­
pensate for the heat loss to both sides of the plate. The input to 
each heater was regulated individually by a voltage controller. The 
upper plate of the test section was made of a 6.35-mm plexiglas 
plate and it was cooled by water flowing over it. The cooling water 
was maintained by a constant temperature circulator which con­
trolled the temperature of the water within ± 0.01°C. The surface 
temperatures of the lower and upper plates were measured by sev­
eral copper-constantan thermocouples embedded in both plates. 
The surface temperatures of both plates were kept very uniform 
(within ± 1 percent) throughout the experiments. The tempera­
ture of the upper plate was kept at the main stream temperature 
to eliminate a thermal boundary layer on the upper wall. 

The side walls of the test section were made of 3.2 mm thick in­
sulating boards. The height of the test section was adjusted by the 
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Fig. 2 Heater arrangement 

height of the side walls. The height was varied between 12.70 and 
19.05 mm in the present experiments. 

Air from a compressor passed through a settling chamber and a 
183 cm long rectangular channel before entering into the test sec­
tion. The volume flow rate of air was measured by a flowmeter. 
The mean speed at the test section was calculated from the total 
flow rate. 

The heat transfer rate was calculated from the net heat input to 
the air in the test section. The calculation of the net heat input is 
explained in detail in Ostrach and Kamotani [1]. The heat transfer 
coefficient and Nusselt number are defined as 

•HTr 

XT
 hD 

Nu = — 
k 

The experimental error in the value of Nu was estimated to be ±10 
percent. 

To measure velocity and temperature distributions in the test 
section a probe was inserted from the downstream end of the test 
section. The probe was supported by a three-way traversing de­
vice. Temperature was measured by a copper-constantan thermo­
couple probe. Velocity was measured by a hot-wire probe which 
was operated by a constant current anemometer. 

Experimental Results 
Preliminary Investigation of Flow Field. In order to con­

firm the fully developed laminar velocity profile at the test section, 
cross-sectional velocity distributions were measured near the en­
trance of the test section using a hot wire. Fig. 3 shows that in the 
range of Reynolds numbers covered in the present experiments the 
velocity profile is fully developed at the test section. The turbu­
lence level of the main stream was small but increased with the 
Reynolds number. Since most of the present data were taken for 
Re < 200, the effect of the free stream turbulence was considered 

to be negligible. To check the two-dimensionality of the main 
stream, spanwise velocity distributions were measured at the mid-
height. One example is shown in Fig. 4 for Re = 200. The profile 
was very flat over most of the test section, and the side wall bound­
ary layers did not extend to the region covered by the main heaters 
so that their effect on the heat transfer measurements was consid­
ered to be small. The low turbulence level is also indicated on the 
figure. 

Temperature distributions were measured at various axial loca­
tions in the boundary layer for subcritical temperature differences. 
The results are shown in Fig. 5. The axial distance from the start 
of the heated section was nondimensionalized as x' = x/DPe where 
Pe = Pr Re. The present data agree very well with the theoretical 
results given by Hwang and Cheng [3]. It is noted that the temper­
ature field becomes fully developed at around x' = 0.4. The same 
degree of two-dimensionality was observed for the temperature 
distribution as for the velocity distribution. 

Heat Transfer Rate and Temperature Distribution. Fig. 6 
shows the variation of mean (over a given length) Nusselt number 
with x' for 103 < Ra < 3.0 X 104 and 30 < Re < 1100. The solid line 
is the theoretical curve given by Hatton and Turton [4] for the 
subcritical temperature difference. When Ra < 1700 (the critical 
Rayleigh number for the fully developed region) the mean Nusselt 
number variation with x' agrees very well with the theoretical re­
sult. For fully developed flow and temperature fields it was shown 
in Ostrach and Kamotani [1] that there is a sharp increase in the 
Nusselt number when the Rayleigh number exceeds 1700. Al­
though the same qualitative trend can be observed in Fig. 6 for 
cases with a thermal boundary layer, the situation is more com­
plex. The enhanced heat transfer now occurs at different axial 
locations depending on the Rayleigh number. Furthermore, for a 
fixed Rayleigh number (in the range studied herein) the heat 
transfer augmentation is less in the thermal boundary layer region 
(*' less than approximately 0.4) than in the fully developed region. 
Nevertheless, by increasing the Rayleigh number (beyond the crit­
ical) conventional thermal boundary layer heat transfer can be sig-

.Nomenclature-
D = height of test section 
Gr = Grashoff number, g(3ATDs/v2 

g = acceleration of gravity 
h = heat transfer coefficient 
Nu = Nusselt number, hD/k 
Pe = Peclet number, PrRe 
QNET = net energy input 
Ra = Rayleigh number, 5/3ATD 3 /CK 
Re = Reynolds number, UD/v 
T = temperature 
T\ — surface temperature of the heated 

plate 
To = temperature of main stream and the 

cooled plate 
AT = temperature difference, Ty — T0 

T = average temperature 
U = volume averaged speed of the main 

flow 
u = velocity fluctuation 
x = coordinate parallel to the main flow di­

rection measured from the leading edge 
x' = dimensionless axial distance, x/DPe 
y = coordinate in spanwise direction 
2 = coordinate normal to horizontal plates 
(3 = coefficient of volumetric expansion 
K = thermal diffusivity of air evaluated at 

1/2(T1 + T 0 ) 
v = kinematic viscosity of air evaluated at 

lk (Ti + To). 

Journal of Heat Transfer FEBRUARY 1976 / 63 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



TURBULENCE INTENSITY 

12.7 s D s 19.05mm 

FULLY DEVELOPED 
PROFILE 

Fig. 5 Sub-critical temperature distribution 

Fig. 3 Fully developed velocity distribution 

nificantly increased as will be discussed shortly. As can be seen in 
Fig. 6 even at, a large Rayleigh number of 3 X 104 the mean Nusselt 
number does not differ from the subcritical values up to x' = 0.7. 
The location where the mean Nusselt number deviates from the 
subcritical value moves upstream as the Rayleigh number in­
creases. 

In order to see the effect of Rayleigh number on Nusselt number 
locally the average Nusselt riumber over each heater was calculat­
ed. The variation of the locally averaged Nu with Ra is shown in 
Fig. 7, Nu [a < x' < b] means Nusselt number averaged over a < x' 
< b. In the region of small x' (Nu [0.011 < x' < 0.023] in Fig. 7) Nu 
is constant within the experimental error up to Ra = 3.'1 X 104 

which is the maximum Ra studied herein. In the region 0.080 < x' 
< 0.113, Nu increases gradually with Ra starting from Ra = 104. A 
similar trend occurs for the region 0.035 < x' < 0.054. Although the 
heat transfer increase is gradual with Ra the overall effect can be 
considerable for large Ra and, furthermore, it appears as if Nu 
above that for the fully developed case can also be obtained. In the 
fully developed region (Nu [0.457 < x' < 0.649] in Fig. 7) Nu shows 
a sharp increase across Ra = 1700. Since the increase of Nu is due 
to thermal instability, the thermal boundary layer is more stable in 
the developing than in the fully developed region. 

Using linear stability theory Hwang and Cheng [3] calculated 
the critical Rayleigh numbers in the thermal boundary layer. Their 
results are shown in Fig. 8 for Pr = 0.7 and Pe = =>. According to 
Hwang and Cheng the curve for Pe = °° is very close to ones for Pe 
> 100. The present Nu measurements show much higher critical 
Rayleigh numbers than given by Hwang and Cheng. To verify this 
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o Roc 1,700 
° Ro? 4,000 
• Ro? 30,000 

— HATTON 8 TURTON 
(THEORY) 

Fig. 6 Mean Nusselt number 
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Fig. 7 Locally averaged Nusselt number 
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Fig. 4 Spanwise velocity distribution 
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Fig. 9 Spanwise temperature distribution near critical Rayleigh number 

the onset of thermal instability was checked by measuring the 
spanwise temperature distributions. According to Akiyama, et al. 
[5] and Ostrach and Kamotani [1] the spanwise temperature distri­
bution starts to show small irregularities near the critical Ra. One 
set of data taken at x' = 0.040 and Z/D = 0.25 is given in Fig. 9. 
The temperature distribution starts to show an increase of the 
fluctuation level around Ra = 1.8 X 104. To see the increase of the 
fluctuation level objectively the standard deviation around the 
mean temperature was calculated for each temperature distribu­
tion. The results are shown in Fig. 10. As observed in the foregoing, 
the standard deviation shows sharp increase at Ra = 1.8 X 104 

which is considered to be the critical Rayleigh number at x' = 
0.040. In this way critical Rayleigh numbers at several locations 
were measured and presented in Fig. 8. Although the Nusselt num­
bers in Fig. 7 are averaged over a length, qualitative agreement 
with the results of Fig. 8 can be observed. Comparison with the 
theoretical result by Hwang and Cheng shows that the critical 
Rayleigh numbers are almost one order of magnitude higher than 
the theoretical values in the thermal boundary layer, which agrees 
with the finding from the heat transfer measurements. 

In the analysis of Hwang and Cheng, the gap D was used as the 
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Fig. 10 Standard deviation of spanwise temperature fluctuation 
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Fig. 11 Spanwise temperature distribution 

vertical length scale. However, since the temperature difference 
AT exists only in the thermal boundary layer, the boundary-layer 
thickness is the more appropriate scale. Thus, the theoretical criti­
cal Rayleigh numbers should be interpreted as being based on that 
length. Since the boundary layer thickness is always smaller than 
D, this leads to higher critical Rayleigh numbers based on D than 
given by Hwang and Cheng. 

Well above the critical Rayleigh numbers spanwise temperature 
distributions are expected to be periodic due to the convective mo­
tion of longitudinal vortex rolls. Fig. 11 shows spanwise tempera­
ture distributions at x' = 0.10 measured under various experimen­
tal conditions. A nearly periodic variation becomes apparent above 
Ra = 2 X 104. It is interesting to note that the pitch of vortex rolls 
is close to D instead of 2D which was observed in the fully devel­
oped region in the range 1700 < Ra < 8000 (Ostrach and Kamotani 
[1]). As discussed by Ostrach and Kamotani, in the fully developed 
region regular vortex rolls are destroyed beyond Ra = 8000 be­
cause of the appearance of a second type of vortex rolls which has 
half the size of the regular rolls. However, as evidenced by the re­
sults in Fig. 11, second type vortex rolls persist in the boundary 
layer, which gives the periodicity equal to D. 

The flow structure in the thermal boundary layer was found to 
be influenced not only by Ra but also by the Froude number (Re2/ 
Gr) which shows the relative importance of inertia forces (forced 
convection) to buoyancy. In the present experiments the effect of 
Froude number on the flow structure was studied by measuring 
temperature distributions for various Re at fixed Ra. Comparison 
of spanwise temperature distributions for two different Reynolds 
numbers at Ra = 2.1 X 104 in Fig. 11 shows that the temperature 
distribution becomes more orderly as Fr decreases because of the 
increasing importance of the thermal instability. However, at high­
er Ra (Ra = 3 X 104 in Fig. 11) stronger effects of the thermal in­
stability leads to destruction of vortex rolls and eventually to a 
turbulent flow. 

In addition to spanwise temperature distributions, vertical tem­
perature distributions were also measured. Fig. 12 shows the dis­
tributions of the mean temperature T(x,z) which is defined as 

1 nyo+L 
T(x,z) = - j T(x,y,z)dy 

L %/yts 

where L covers several wavelengths. 
At Ra = 2 X 10* even though one observes well-defined vortex 

rolls as explained in the foregoing, the mean vertical temperature 
distribution is not much different from the subcritical temperature 
distribution at the same axial location. The vertical temperature 
distribution is modified gradually with increasing Ra. As a result, 
the local Nu increases gradually with Ra as can be seen in Fig. 7, 
which is quite a contrast to a sharp increase of Nu across the criti­
cal Ra in the fully developed region. The vortex motion does not 
reach the upper wall at Ra =? 2 X 104, but its influence reaches fur­
ther from the lower wall as Re2/Gr decreases (Fig. 12). At Ra = 3 X 
104 the vortex motion reaches the upper wall and substantial heat 
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transfer takes place at the upper wall surface. The heat transfer 
rate at the upper wall increases as Re2/Gr decreases. 

The effect of Froude number on the heat transfer rate at the 
lower plate surface was not clear because of the limited range of Fr 
number covered by the present experiments. However, it appears 
that the Nusselt number is not very sensitive to Fr, because even 
though Fr was changed as much as a factor of 50 (for a fixed Ra) in 
the present experiments, no appreciable change of the mean tem­
perature gradient at the lower plate surface was observed (see Fig. 
12). 

It was found that the vertical temperature distribution profile 
for Ra = 3 X 104 becomes independent of the axial distance at 
about x' = 0.40 (Fig. 13). Since this is almost the same as the en­
trance length of the subcritical flow, Rayleigh number does not 
seem to affect the entrance length at least in the range of Ra stud­
ied herein. 

Conclus ions 
Experiments were carried out to investigate the effects of ther­

mal instability in the hydrodynamically fully developed but ther­
mally developing region of a channel flow of air on the heat trans­
fer rate and the temperature field. The following conclusions were 
obtained from the experiments: 

1 The flow is more stable in the thermal entrance region than 
in the fully developed region. The critical Rayleigh numbers are 
much higher than the theoretically predicted values. 

2 Beyond critical Rayleigh numbers the heat transfer rate in­
creases gradually with increasing Rayleigh number. The heat 
transfer augmentation was lower than that for fully developed flow 
and temperature fields in the Rayleigh number range studied here­
in. However, there is evidence that this is different for larger Ray­
leigh numbers. 

Fig. 13 Mean vertical temperature distribution 

3 Spanwise temperature distributions start to show irregulari­
ties across critical Rayleigh numbers, and eventually become spa­
tially periodic, the dominant wavelength being close to the gap 
width between two places. 

4 The entrance length as determined from the temperature 
profiles does not change appreciably with the Rayleigh numbers in 
the range of Ra studied herein. 
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Experimental Investigation of 
Natural Convection in Inclined 
Rectangular Regions of Differing 
Aspect Ratios 
An experimental investigation of steady natural convection heat transfer was carried 
out for finite rectangular regions. The effect of angle of inclination on heat transfer 
across rectangular regions of several aspect ratios was measured for Rayleigh numbers 
between 10s and 106. The angle of inclination varied from 0 deg (heated from above) to 
180 deg (heated from below) with aspect ratios of one, three, six, and twelve. Comparison 
is made with past theoretical work, and a simple scaling law is derived which is valid for 
angles of inclination from 0 to 90 deg (vertical). 

Introduction 

Since the time of Rayleigh [l],1 steady state natural convection 
in an enclosed rectangular geometry has been extensively studied, 
but only for vertical and horizontal (heated from below) orienta­
tions. Comprehensive reviews of both experimental and theoretical 
studies have been given by Ayyaswamy [2] and Hart [3]. As indi­
cated by them, there is a serious lack of information regarding the 
heat transfer rates for natural convection in inclined geometries. 
The first systematic theoretical and experimental analysis of the 
effect of sloping boundaries was that of Hart [3]. Dropkin and 
Somerscales [4] have presented some experimental data and heat 
transfer correlations. They limited their experimentation to very 
high Rayleigh number and angles of inclination such that the bot­
tom plate was hotter than the top one (90 deg < 8 < 180 deg in the 
notation used here; see Fig. 1 for an explanation of the notation). 
In their experiments aspect ratios (see Fig. 1) were 18, 6, and 4.5. 
Their correlations indicated no aspect ratio dependency. 

Hart investigated aspect ratios of 25 and 37, and likewise did not 
report any dependence upon aspect ratios. Hollands and Konicek 
[5] made similar measurements using aspect ratios of 25, 37, and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the AIChE-
ASME Heat Transfer Conference, San Francisco, Calif. August 11-13,1975. 
Revised manuscript received by the Heat Transfer Division September 25, 
1975. Paper No. 75-HT-62. 

Journal of Heat Transfer 

43. Both of these papers were concerned with values of the critical 
Rayleigh number at which the flow deviates from unicellular and 
not with angle dependence of heat transfer at higher Rayleigh 
numbers. 

Catton, Ayyaswamy, and Clever [6] used the Galerkin method to 
investigate, theoretically, natural convection in an inclined rectan­
gular region, and their results indicate a pronounced aspect ratio 
dependency. Their solutions were two-dimensional and limited to 
0 deg < 6 < 120 deg. For this range they present predictions for as­
pect ratios from 0.2 to 20 up to Rayleigh number of 106. Ayyas­
wamy and Catton [7] investigated the boundary layer regime and 
were able to show that, when the Rayleigh number is sufficiently 
high, a simple rescaling of the results for 8 = 90 deg can be accom­
plished. They found that 

Nu(fl) = Nu(0 = 90 deg)sin1/40 0 deg < 8 < 110 deg (l) 

HOT SURFACE 

Fig. 1 Schematic of rectangular region 
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This rescaling allows one to reinterpret the results for the well-
understood vertical cavity problem. 

Clever [8] investigated, theoretically, the heated-from-below ge­
ometry, 90 deg < 8 < 180 deg. He found that, at least for high 
Prandtl number fluids and very high aspect ratios, the heat trans­
fer resulting from thermal instabilities overwhelmed the heat 
transfer due to the slow creeping motion resulting from the tilting 
of the rectangular region. The Rayleigh number required to induce 
thermal instabilities is 1707/cos(180 deg - 6). Hence, as long as the 
Rayleigh number is somewhat in excess of this value, there holds 
the relation 

Nu 
• = /(cos(180 deg - 6)) (2) 

Nu(0 = 180 deg) 

Of course, as the vertical configuration is approached, hydrody-
namic instabilities (transverse rolls) begin to interfere with the 
motion induced by the thermal instabilities (longitudinal rolls), 
and the heat transfer is affected. 

Ozoe, et al. [9, 10] have reported theoretical work on low aspect 
ratio rectangular regions up to Ra = 104 with some experimental 
confirmation. They were concerned with aspect ratios 1-4. Arnold, 
et al. [11] have reported experimental work for aspect ratio 6. 

In this work, the effect of angle of inclination is investigated 
over the range 0 deg < 6 < 180 deg, for aspect ratios of 1, 3, 6, and 
12. The experimental Rayleigh numbers ranged from 103 to 106 or 
from 5 X 104 to 107 depending upon the aspect ratios and fluid. 
The theoretical predictions of reference [6] are substantiated, and 
the circumstances under which one or the other of the simple scal­
ing laws given in reference [7] or [8] is applicable are established. 

Experimental Apparatus and Procedure 
The experimental apparatus used was that described by Sun 

and Edwards [12], see Fig. 2. The fluid is contained between two 
sets of heat meters which are of rectangular cross section (125 X 
152 mm). The heat meter is a calibrated layer of insulation be­
tween a copper face plate and copper back-up plate. The face plate 
is 0.176 mm thick, and the layer of insulation is 1.42 mm of pheno­
lic-filled cloth. On the top of each heat meter is fastened a 19-mm 
brass block in which heating and cooling water is circulated and 
upon which a massive bakelite block (38 mm thick) was placed to 
reduce heat losses. The fluid is contained laterally by 22-mm thick 
walls of insulating polyurethane foam. Chromel-constantan ther­
mocouples, embedded in the copper plates, were connected in such 
a way that the temperature differences across the fluid (T$ — T?) 
and the temperature difference across the heat meters (T4 — T3) 
and (T2 — Ti) are recorded. 

The heat meter assemblies are attached to steel bars which are 
held by sleeve-clamp guides to a rectangular yoke (see Fig. 2). The 
yoke is free to turn clockwise or counterclockwise around its hori­
zontal pivots. A modified sealing system was employed which al­
lowed angles of tilt from 0 deg (heated from above) to 180 deg 
(heated from below). 

The 152-mm tilted length W was used to obtain AR = 12. Pa-
perboard was used to divide the length into two in order to obtain 
aspect ratio 6. Filled phenolic 0.176 mm thick was used to obtain 
the lower aspect ratios. 

Two parameters are desired from the raw data taken; an experi­
mental Nusselt number and an experimental Rayleigh number. 
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Fig. 2 Experimental apparatus (schemat ic crpss sect ion) 

The Nusselt number is defined as the ratio of heat convected to 
heat conducted through the fluid between the meters. This can be 
written as 

Nu = -

-&T 

where qw can be expressed as 

thus making 

qw = — AT 

Nu = -

(3) 

(4) 

(5) 

Sun [13], using a lumped-capacitance model, derived an expression 
for Nu, 

Nu = (1 + X) • •X 

where 

R 
| (T2 - Tx) + (T4 - r 3 ) ~ T ( T 3 - T2)} 

(T3-T2) 

(6) 

(7) 

and X is a wall conduction correction kwAw/kA which is negligible 
in the present work [12, 13]. The dot represents a time derivative, 
and T, the time constant, is found by conducting two runs with dif­
ferent decay rates. The time constant was on the order of 0.009 hr 
for all runs. The quantity Ro is found by a steady-state run heated 
from above. The Rayleigh number is defined as 

Ra 
g@ATL3 

(8) 

-Nomenclature-

AR = aspect ratio W/L; see Fig. 
g = gravitational acceleration 
h = thermal conductivity 
L = height of core 
Nu = Nusselt number 
qw = heat flux through a wall 

R = experimental temperature ratio 
Ra = Rayleigh number based on height 
T = temperature 
Tc = temperature on cold side 
Tj, = temperature on hot side 
W = width of a rectangle 

X = X factor 
/? = volumetric expansion coefficient 
6 = azimuthal angle from X axis 
K = thermal diffusivity 
T = time constant 
v = kinematic viscosity 
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Fig. 4 Nusselt number versus Rayleigh number for AR = 6, 12 

where AT in this case is (T3 — T2). 

Results and Discussion 
Fig. 3 and 4 present the Nusselt number, which measures the ef­

fective thermal conductivity of the fluid, as a function of the Ray­
leigh number, Ra, which may be viewed as a nondimensional tem­
perature difference, and angle of inclination, 8. Fig. 3 presents ex­
perimental results for AR = 1 and 3 for angles of inclination 8 = 0 
deg (heated from above) to 8 = 180 deg (heated from below). Fig. 4 
presents similar results for AR = 6 and 12. The experimental re­
sults for AR = 6 were previously reported by Arnold, et al. [11]. 
The solid lines in the figures are theoretical predictions made by 
Catton, Ayyaswamy, and Clever [6] for an infinite Prandtl number 
fluid and for perfectly insulating end walls. Agreement is seen to 
be good for the higher aspect ratios. In the case of the lower aspect 
ratios 1 and 3 the theory tends to be high. In the worst case, Fig. 3, 
for AR = 1 and 6 = 120 deg, the discrepancy is as large as 50 per­
cent. If one compares the data for this case with the theoretical 
predictions [6] for perfectly conducting end walls, about the same 
discrepancy occurs, but the data fall above the prediction. 

One way to judge whether the end wall should be regarded as in­
sulating or conducting is to evaluate its fin effectiveness. If the ef­
fectiveness is low, it is insulating, and if it is high (approaching 
unity), the end wall is to be regarded as conducting. Such an evalu­
ation for the cells used to obtain aspect ratios 1 and 3 indicates a 
fin effectiveness (based upon a fin of L/2 and h = k/L) on the 
order of 50 percent. The fact that the theoretical results for per­
fectly insulating and perfectly conducting end walls bracket the 
present experimental data thus lends strong support to the theo­
retical predictions of Catton, et al. [6]. In the case of the higher as­
pect ratios the end wall conduction effect is not large. 

In the main, the measured results are as one would expect from 
theoretical analyses [6]. As the angle of inclination increases, the 
heat flux increases. The fluids used in this work covered a range of 
Prandtl number from Pr = 4.5 (water) to Pr = 2000 (200 Cs silicon 
oil). No effect of Prandtl number on the measured heat transfer 
could be found. This lack of dependency and the good comparison 
with infinite Prandtl number predictions leads one to infer that a 
fluid with Pr > 4.5 behaves like a fluid with Pr = <» at least for Ra 
<107 . 

The highest heat transfer at a given AT (maximum convection) 

occurs at 8 = 180 deg. As the angle of inclination is decreased, the 
Nusselt number first decreases, and then as 8 = 90 deg is ap­
proached, it increases to a local maximum. With further decrease 
in 8, the Nusselt number again decreases. Results for some angles 
have been deleted due to excess crowding of the graphs..Measure­
ments at 8 = 180 deg compare well with those of Silveston [14], 
Dropkin and Somerscales [4] did not report the aspect ratios they 
used. For this reason, no comparison with their work is shown. 

A better view of the effect of angle of inclination is found in Fig. 
5 where the Nusselt number is plotted as a function of angle for 
several values of the Rayleigh number. For any Rayleigh number, 
the heat transfer increases as the angle of inclination increases 
until it reaches 90 deg. As mentioned in the foregoing, a local max­
imum exists at 8 = 90 deg, and between 8 = 90 deg and 8 = 180 deg 
the heat transfer reaches a local minimum which is less than the 
value at either 8 = 90 deg or 8 = 180 deg. For the larger aspect ra­
tios, 6 and 12, it seems that as the Rayleigh number increases, the 
minimum gradually disappears. For the lower aspect ratios, 1 and 
3, the minimum is more pronounced, and it does not disappear as 
the Rayleigh number increases. These minima are presumably 
caused by a transition between two different flow patterns. The 
"transverse" or unicellular pattern which would prevail if Benard 
type instabilities did not exist, would cause the convection to be 
symmetric about 8 = 90 deg and zero at 8 = 0,180 deg. The fluid in 
the rectangular region would circulate up the heated plate and 
down the cooled plate about an axis perpendicular to the W by L 
rectangle in Fig. 1. The form of the motion caused by thermal in­
stability is somewhat arbitrary at 8 = 180 deg, but will have a pre­
ferred form and direction when 8 < 180 deg. This preferred ther­
mal-instability-induced motion is in the form of "longitudinal" 
rolls [8]. 

The experimental results seem to indicate that the transition 
between the two motions changes for differing aspect ratios. Fig. 6 
shows these changes. For large aspect ratio, AR S 12, the angle of 
minimum heat transfer reaches an asymptote at 110 deg. As aspect 
ratio is decreased, the angle at which the minimum occurs in­
creases toward 180 deg. The occurrence of a minimum shows that 
the two forms of motion do not superpose; rather one or the other 
seems to prevail. 

Ozoe, Sayama, and Churchill [9] have reported experimental 
measurements for angles from 8 = 90 to 180 deg (in our notation) 
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for an aspect ratio of unity at Rayleigh numbers of 3800, 4950, and 
11000. They too show a minimum in Nusselt number as a function 
of 0 at a fixed Rayleigh number, but their minimum lies at 175 deg, 
somewhat greater than the 155 deg found here. In the present in­
vestigation Rayleigh number ranged from 5 X 104 to 107 so that no 
direct overlap exists. Fig. 3 shows how their data fall in relation to 
the present results. 

In a second paper, Ozoe, et al. [10] report measurements for 0 = 
o to 180 deg for an aspect ratio of 3 at a single Rayleigh number of 
4770. Their minimum in Nu versus 0 occurs in the neighborhood of 
175 deg in contrast to the present values near 135 deg. These find­
ings suggest that the angle of the minimum Nusselt number shifts 
toward the horizontal as the Rayleigh number falls. The present 
results for aspect ratio 3 cover the Rayleigh number range from 5 
X 104 to 106 so that again no direct overlap exists. Fig. 3 shows 
their low Rayleigh number data points. 

Another difference in the behavior observed by Ozoe, et al. [9, 
10] at low Rayleigh numbers and that reported here for moderate 
and high Rayleigh numbers is in the absolute maximum Nusselt 
number as a function of O. At a high Rayleigh number the maxi­
mum occurs at 180 deg (horizontal, heated from below), and Nu 
decreases faster than [cos(O - 180 deg)]o.29 as 0 deviates from 180 
deg. In contrast, at a Rayleigh number near the critical value for 0 

= 180 deg, a change in 0 causes an increase in Nu, particularly for a 
low aspect ratio, because the transverse mode of convection grows 

Fig. 6 
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rapidly with tilt under these circumstances. 
Assuming that the convection resulting from thermal instabili­

ties dominates, Clever [8] scaled the relevant governing equations 
and indicated that replacing g with g·cos(O - 180 deg) or Ra with 
Ra.cos(O - 180 deg) would allow one to rescale (J = 180 deg data to 
o < 180 deg. As can be seen from Figs. 3 and 4, all of the results 
obey a power law when Ra is sufficiently large, and the power law 
is roughly the same for all angles of inclination. A power law of the 
form 

Ra> 104 (9) 

is adequate for () = 180 deg. If one follows Clever's reasoning, 

Nu«()) = Nu(O = 180 deg)(cos«() - 180 deg))o.29 (10) 

Comparisons of the expression given by equation (10) are shown in 
Fig. 5. The agreement is seen to be good at high aspect ratio, high 
Rayleigh number, and () above the transition value. The power law 
form given by equation (10) is only applicable for Ra·cos«() - 180. 
deg) > 105. Below that value one would want to scale according to 
Clever directly from Silveston's data [14]. 

When () < 90 deg and Ra is high enough, a boundary layer flow 
should result. Ayyaswamy and Catton [7] investigated the possibil­
ity of rescaling results for 0 = 0 deg to 0 = 90 deg when the bound­
ary layer regime existed. They found that 

Nu«()) = Nu(O = 90 deg)sinl/40 (11 ) 

A .comparison of equation (11) with measured results are shown in 
Fig. 5. As can be seen, the rescaling yields reasonable approxima­
tions for 60 deg < 0 < 120 deg. It is believed that for these aspect 
ratios, the boundary layer regime has not been reached, and the 
convective contribution to the heat transfer should follow the sim­
ple scaling law 

Nu(O) = 1 + (Nu(e = 90 de g) - l)sine (12) 

as indicated by Arnold et al. [11]. Predictions based on equation 
(12) are also shown in Fig. 5 and are seen to be excellent.for () < 90 

deg. 

Summary and Conclusions 
Heat transfer due to natural convection in four different rectan­

gular regions inclined at various angles from 0 to 180 deg has been 
measured. Comparison with the work of Catton, Ayyaswamy, and 
Clever [6] shows that their predictions are good. It seems that the 
scaling suggested by Clever [8] is good for high aspect ratios but 
not for those less than or equal to 3. On the other hand, the scaling 
by Ayyaswamy and Catton does not seem to be good for (J < 90 deg. 
The simple scaling of the convective part of the heat transfer done 
by Arnold, et al. [11] is shown to yield excellent results for 0 < 90 
deg and all aspect ratios. The complexities of the flow in the () > 90 
deg cases preclude use of any simple scaling law. This regime needs 
further theoretical study. The present experimental study was 
made for aspect ratios greater than or equal to 1; more work is 
needed for aspect ratios less than 1. Ozoe, et al. [9, 10] have done 
some preliminary work in this area, but as of yet have not shown 
how the minimum is affected. 

Acknowledgment 
The work reported here was supported by National Science 

Foundation Grant GK 35892. 

References 
1 Lord Rayleigh, "On Convection Currents in a Horizontal Layer 

When the Higher Temperature is on the Underside," Phil. Mag., Series G, 
Vol. 32, 1916, pp. 529-546. 

2 Ayyaswamy, P. S., "Natural Convection Flows in Tilted Configura­
tions," PhD dissertation, University of California, Los Angeles, 1971. 

3 Hart, J. E., "Stability of the Flow in a Differentially Heated Inclined 
Box," J. Fluid Meeh., Vol. 47, 1971, pp. 547-576. 

4 Dropkin, E., and Somerscales, E., "Heat Transfer by Natural Con­
vection in Liquids Confined by Two Parallel Plates Which are Inclined at 

Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Various Angles With Respect to the Horizontal," JOURNAL OF HEAT 
TRANSFER, TRANS. ASME, Series C, Vol. 87,1965, pp. 77-84. 

5 Hollands, K. G. T., and Konicek, L., "Experimental Study of the Sta­
bility of Differentially Heated Inclined Air Layers," International Journal 
of Heat and Mass Transfer, Vol. 16,1973, pp. 1467-1476. 

6 Catton, Ivan, Ayyaswamy, P. S., and Clever, R. M., "Natural Convec­
tion Flow in a Finite Rectangular Slot Arbitrarily Oriented with Respect to 
the Gravity Vector," International Journal of Heat and Mass Transfer, 
Vol. 17, 1974, pp. 173-184. 

7 Ayyaswamy, P. S., and Catton, Ivan, "The Boundary Layer Regime 
for Natural Convection in a Differentially Heated, Tilted Rectangular Cavi­
ty," JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 95, 
1973, pp. 543-545. 

8 Clever, R. M., "Finite Amplitude Longitudinal Convection Rolls in 
an Inclined Layer," JOURNAL OF HEAT TRANSFER, TRANS. ASME, 
Series C, Vol. 95,1973, pp. 407-408. 

9 Ozoe, H., Sayama, H., and Churchill, S. W., "Natural Convection in 
an Inclined Square Channel, International Journal of Heat and Mass 
Transfer, Vol. 17, 1974, pp. 401-406. 

10 Ozoe, H., Yamamoto, K., Sayama, H., and Churchill, S. W., "Natural 
Convection in an Inclined Rectangular Channel Heated on One Side and 
Cooled on the Opposing Side," International Journal of Heat and Mass 
Transfer, Vol. 17,1974, pp. 1209-1217. 

11 Arnold, J. N., Bonaparte, P. N., Catton, I., and Edwards, D. K., "Ex­
perimental Investigation of Natural Convection in a Finite Rectangular Re­
gion Inclined at Various Angles from 0° to 180°," Proceedings of the 1974 
Heat Transfer and Fluid Mechanics Institute, June 1974, Stanford Univer­
sity Press, Stanford, Calif. 

12 Sun, W. M., and Edwards, D. K., "Natural Convection in Cells With 
Finite Conducting Side Walls Heated From Below," Heat Transfer 1970, 
Proceedings of the 4th International Heat Transfer Conference, Versailles, 
Sept. 1970, Elsevier Publishing Company, Amsterdam, 1971. 

13 Sun, W. M., "Effect of Arbitrary Wall Conduction and Radiation on 
Free Convection in a Cylinder," PhD dissertation, University of California, 
Los Angeles, 1970. 

14 Silveston, P. L., "Warmedurchgang in Waagerechter Flussigkeits-
schichten," Forsch. Ing. Wes., Vol. 24,1958, pp. 29-32, 59-69. 

FEBRUARY 1976 / 71 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



G. D. Raithby 
Assoc. Professor. 

Mem. ASME 

K. G. T. Hollands 
Assoc. Professor. 

Mem. ASME 

Thermal Engineering Group, Department of 
Mechanical Engineering, University of Waterloo, 

Waterloo, Ontario, Canada 

Laminar and Turbulent Free 
Convection From Elliptic 
Cylinders,-With a Vertical Plate 
and Horizontal Circular Cylinder 
as Special Cases 
Heat transfer by free convection from thin elliptic cylinders is predicted, accounting for 
both the effect of thick boundary layers at low Rayleigh numbers and the influence of 
turbulence at higher Rayleigh numbers. Isothermal and constant heat flux boundary 
conditions are treated. The results are compared with experimental data, which are 
available for the limiting cases of large eccentricity (vertical plate) and small eccentrici­
ty (horizontal circular cylinder); the agreement is excellent. Accurate correlation equa­
tions, from which the average heat transfer can be calculated, are given. 

1 Introduction 

Particularly in the last decade, a large effort has been directed 
toward predicting the heat transfer by free convection from the ex­
ternal surfaces of bodies of various contours. In view of this, it 
might be expected that good agreement between the predicted and 
measured average or total heat transfer rates would have been ob­
tained, at least for "simple" geometries. Such is not the case. Even 
for the classic problem of heat transfer from a vertical flat plate, 
there may be large discrepancies between experiment and analysis, 
depending on the Rayleigh number range. 

There are two basic reasons for these discrepancies. At low Ray­
leigh numbers, the boundary layers become thick, resulting in the 
failure of the boundary-layer equations (in the form that they are 
usually applied) to accurately represent the physical process. On 
the other hand, at high. Rayleigh numbers turbulent heat transfer 
occurs on part of the surface, and analyses do not account for this. 
Although there may be regions on the surfaces where good agree­
ment between analysis and experiment can be demonstrated, the 
existence of other regions of poor agreement causes the predicted 
average heat transfer to be in error. 

Several investigations have been directed at extending the range 
of validity of the analytical results to lower Rayleigh numbers; a 

Contributed by the Heat Transfer Division for publication in the JOUR­
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division January 15,1975. Paper No. 76-HT-DD. 

discussion of these, as they apply to the present problem, is de­
ferred to a later section. Only limited success has been reported. 

The analysis reported herein was undertaken: (1) to predict the 
average heat transfer from slender elliptic cylinders over a large 
Rayleigh number range (thus including both turbulence and thick 
boundary layer effects), (2) to evaluate the accuracy and practical­
ity of the present approximate method relative to earlier analyses, 
(3) to obtain simple yet accurate correlation equations, and (4) to 
attempt to explain some apparently conflicting results of some ear­
lier investigations. The prediction of local velocity profiles, tem­
perature profiles, or heat transfer rates was not of direct concern, 
except as they were needed to achieve the stated goals. The elliptic 
cylinder contour was chosen because the limiting cases of large ec­
centricity (vertical plate) and small eccentricity (horizontal cylin­
der) have been the subjects of several experimental studies, there­
by permitting the present method of analysis to be validated. 

In many analyses great attention is given to precisely solving 
equations which themselves only crudely describe the real physical 
process. A conscious effort has been made in this investigation to 
focus on the major causes of disagreement between analysis and 
experiment, and to keep the degree of complexity of solutions to a 
level consistent with the approximations inherent in the underly­
ing equations. 

2 Problem Statement and Coordinate System 
An elliptic cylinder, oriented as shown in Fig. 1, transfers heat 

from its surface at temperature Tw to a quiescent fluid at tempera­
ture T„. The ellipse is generated by choosing a given value of r\ = 

72 / FEBRUARY 1976 Transactions of the ASME 
Copyright © 1976 by ASME

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Conduction Layer 

Elliptic Cylinder 
Surface 

Segment of 
Ellipse , i)=r}Q(\l/) 

- Outer Boundary of 
Conduction Layer 

Fig. 1 Schematic showing thin elliptic cylinder, and nomenclature 

in the coordinate transformation 

y = — a cosh 77 cos \f/, x = a sinh q sin 1// (i) 

where \p is varied over the range 0 < f < 2TT. Varying i] over the 
range 0 < -q < °° generates a family of confocal ellipses, one ellipse 
for each value of ?/. In the x, y plane, curves of constant xp are hy­
perbolas, orthogonal to the ellipses. The differential distance in 
the 7], \p, and z coordinate directions are, respectively, V^J drj, Vg^ 
d\j/ and VgJ dz, where the metric coefficients (see Yovanovich [I]1) 
gv, gf, and gz are 

£» = gt = a2 (cosh2 n- cos2 <p); gz = 1 (2) 

Focusing attention on the i; = rn elliptic cylinder in Fig. 1, it is 

c/b 
0.0 
0.1 
0.2 
0.4 
0.6 
0.8 
0.9 
1.0 

Table 1 

A 
2.000 
2.032 
2.101 
2.301 
2.553 
2.836 
2.987 
3.142 

Values of A and A 

A 
2.000 
2.019 
2.059 
2.169 
2.300 
2.441 
2.514 
2.587 

2'/<AyV/ 
1.000 
0.991 
0.973 
0.924 
0.870 
0.819 
0.795 
0.772 

seen from equation (1) that 

b = a cosh i)i, c = a sinh rn, r = c sin \p (3a) 

It follows that 

a = Vb2 - c2, 7/i = 0.51n{(6 + c ) / ( b - c ) | (3b) 

For f\i = 0 the ellipse becomes a vertical plate of zero thickness; for 
7}i —• °°, c - • b and the elliptic cylinder becomes circular. 

Along the j / ; surface, the length ds is 

ds = (\%)r,=tli d^ = b [sin2 i + {c/b)2 cos2 i/<]1/2 cty 
= b xty, c/b) di, (4) 

The half-perimeter of the surface, S, (between \p = 0 and 4> = -ir) is, 
therefore, 

/ i is tabulated in Table 1 for various c/b. 

(5) 

3 Thin-Layer Analysis and Results 
Definition. In the vicinity of the solid boundary (and extend­

ing almost to the location of the velocity maximum in the bound­
ary layer) the transport of heat normal to the surface is almost en­
tirely by conduction. When the boundary layers are everywhere 
much thinner than the local radius of curvature, the area available 
to this conductive heat flow along its path remains almost con­
stant—that is, if y is defined as distance normal to the wall, the y-
conduction term in the energy equation can be approximated by 
kd2T/dy2. Equations containing this approximation will be called 
thin-layer equations and their solutions thin-layer solutions. 
Thick-layer solutions or corrections, on the other hand, are defined 
here as those which account for the altered resistance to heat 

- N o m e n c l a t u r e -

a: see equation (3) 
A((j>): see equation (17) 
b, B, c, C: see Fig. 1 
Cf. see equation (7) 
Ct = (4/3)C, 
Ct: see equation (18) 
/ i . fi - definite integrals, see Table 1 
g> Ss — gravitational acceleration, and com­

ponent of g parallel to surface at s 
h = (q/A)/AT 
h = (q/A)/AT 
k = thermal conductivity 
K = constant, equation (30) 
m = constant, equation (32) 
Nuj- = local Nusselt number, h£/k, f is any 

length scale 
NUB = average Nusselt number, hB/k 
(Nuf)F = predictor (or thin-layer) value of 

the Nusselt number 
q/A, q/A = local and average heat flow per 

unit area and time 
r = local half-width of body, see Fig. 1 
Raj = gfj^AT/Kv, f is any length scale 
Raj = gfi^AT/nv, f is any length scale 
Raf* = gP£s {(q/A)b/k)/KV) f is any length 

scale 
Raj-.r = gfl^&Tr/KV, f is any length scale 
s = distance along the surface measured 

from stagnation point in flow direction 
S = one-half perimeter 
Tc = temperature at s = S/2 
Tw = surface temperature 
Tw = average surface temperature 
T„ = temperature far from body 
AT = local value of Tw - T~ 
ATC = TC-T„ 
AT=TW-T„ 

ATr = arbitrary reference temperature dif­
ference 

AT* = ATIATr 

y = distance normal to wall 
fi = thermal expansion coefficient 
7/ = elliptic coordinate, equation (1) 
K = thermal diffusivity 
v = kinematic viscosity 
<f>: see equation (17) 
X = [sin2 \p + (c/b)2 cos2 i^]1/2, equation (4) 
\p = elliptic coordinate, equation (1) 

Subscripts 

£ = laminar heat transfer from entire sur­
face 

t = turbulent heat transfer from entire sur­
face 

Operator 

[Ai,A2]* = A i i f A i < A 2 

= A2 if A i > A2 
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transfer from the wall associated with the change in heat flow area. 
It would be more compact (but less elucidating of the underlying 

problem with thin-layer solutions) to define thin-layer equations 
as boundary-layer equations written in local cartesian coordinates. 
Thick-layer solutions would then account for some or all of the 
curvature effects which are thereby implicitly neglected. As an ex­
ample, the classical vertical flat plate solution is also the thin-layer 
solution for a vertical circular cylinder. Sparrow and Gregg [2] and 
Minkowycz and Sparrow [3] have presented solutions which ac­
count for some of the curvature effects, and would, therefore, be 
classified here as thick-layer solutions. 

Thin-layer solutions are available for bodies of fairly arbitrary 
contour. Chaing and Kaye [4], Saville and Churchill [5], and Lin 
and Chao [6] begin by applying different transformations to the 
thin-layer equations before extracting a series solution. The 
present authors [7] have developed an approximate thin-layer so­
lution which is much easier to apply and evaluate. This latter solu­
tion is now applied to the present problem and the results com­
pared: (1) with other thin-layer solutions and (2) with experiment. 

A Thin-Layer Analysis for Laminar Heat Transfer. 
Local Heat Transfer. The general solution of reference [7] for a 

two-dimensional body predicts the following local Nusselt number 
for heat transfer from a surface of constant or varying temperature 
to an isothermal, quiescent fluid: 

hs 
= C, Ra. i4 f— AT* 1 

1/3 

lsAT*4'sJo \g/ J 
(6) 

where AT* is the local temperature difference (Tw — T„) relative 
to an arbitrary reference temperature difference, ATr, upon which 
Ras,r is based. The present recommended equation (see discussion 
in following section) for Ce is 

Ce = 0.50/[l + (0.49/Pr)9/16]4/9 

and gs is the component of g along the surface, i.e., 

gjg = [1 - (oV/ds)2]1'2 

(7) 

(8) 

Combining the relation for r in equation (3) for an elliptic cylin­
der with equations (4) and (8) one obtains 

gs/g = I sin \t) /x 

The following integral is of importance: 

f (gslg)Ui ds = b C\m1'^x2/sd<P = bf2 Jo Jo 

(9) 

(10) 

Numerical values ft are tabulated in Table 1. 
Using these equations, equation (6) can be rewritten in the ellip­

tic coordinate \p as follows: 

hb 
Ce Ra£; 1/4 (sin i/<)1/3 AT* 2 /3 

T r'P li/4 
I (sin i)1/a

 x
2/a AT* 5/3 cty UD 

L Numbers in brackets designate References at end of paper. 

Table 2 Values of N u B / R a B ^ for isothermal vertical plate 

Pr 0.01 0.1 0.72 10 102 10 3 

Sparrow and 0.242 0.389 0.516 0.620 0.652 0.664 
Gregg [8 ] 

Result using 0.240 0 .385 0.513 0.619 0 .652 0.662 
equat ion 
(156) 

The local Nusselt number is easily obtained by evaluating this 
equation. At the lower stagnation point (\j/ = 0) and at the thickest 
part of the cylinder (\p - ir/2) the following simple equations are 
obtained for an isothermal surface (AT* = 1): 

NUB = (8/3)1/4 Ct (B/C)1/2 RaB
1 / 4 at \[> = 0 (isothermal) 

(12a) 

NuB = (4//2)1/4 Ce Ra f i
1 /4 at i/< = x/2 (isothermal) (126) 

For the vertical flat plate limit (gs, 
ference which varies as s": 

1) with a temperature dif-

Nu s = (5n/3 + 1)1/4 Ce Ra,1 '4 (AT* <* sn, flat plate) (12c) 

The analysis here also yields the well known result that when n = 
Vs the surface heat flux is uniform. 

Average Heat Transfer. The local heat transfer predicted from 
equation (6) can be integrated around the surface of the elliptic 
cylinder to obtain the following average Nusselt number, valid 
when the boundary layer is everywhere thin and laminar: 

*.-?-c..u*[ir>-(*)"*p «a» 
where 

Ce = 4C,/3 (14) 
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For an isothermal elliptic cylinder, AT* = 1, and equation (13), 
using equations (5) and (10), becomes 

NUB = (21 / 4 /2
3 / 4 / / i) Ce RaB1/4 (isothermal) (15a) 

Numerical values of the coefficient are tabulated in Table 1 for 
various C/B. As C/B -» 0, the cylinder degenerates into a vertical 
plate of height B; in this case fz^-2 and f\ —<• 2 so that 

NUB = C;RaB1 / 4 (vertical isothermal plate) (156) 

As C -* B, the elliptic cylinder becomes circular so that 

NUB = 0.77 Ce Raa1 '4 (isothermal horizontal circular cylinder) 
(15c) 

The average Nusselt numbers for elliptic cylinders of intermediate 
eccentricity fall between these two extremes. 

It is interesting to note that the coefficient in equation (15a) 
changes by less than 1 percent between C/B = 0.1 and C/B = 0. 
Therefore, the average heat transfer is very insensitive to the 
thickness of the cylinder and the "sharpness" of its leading edge 
near the flat-plate limit. 

Comparison of Present Thin-Layer Results With Previous 
Analyses. The foregoing results arise from the application of a 
general but approximate solution to the particular problem at 
hand. To demonstrate the accuracy of this rather simple solution, 
several comparisons with earlier analyses are made, first for the 
limiting case of the vertical flat plate, second for the horizontal 
cylinder, and last for elliptic cylinders of intermediate eccentricity. 

Vertical Plate. The expression for C( derived in [7] was not con­
venient for calculations, but it did suggest a dependence on Pr 
alone (i.e., no geometrical dependence). A more convenient equa­
tion was recommended in reference [7], and an expression which is 
still convenient, but more accurate at small Prandtl numbers, is 
recommended in the foregoing. This is equation (7), proposed by 
Churchill and Usagi [8] for isothermal vertical plates. For com­
pleteness, Table 2 is presented to compare the resulting Ce values 
with those reported by Ostrach (see [9]) and (for Pr = 0.01) by 
Sparrow and Gregg [10], The agreement is excellent, as Churchill 
and Usagi have already suggested. 

It needs to be emphasized here that the particular choice of the 
equation for C( is not a key point in the proposed method. The key 
point is rather the hypotheses that the parameters grouped in the 
coefficient called Ce are functions of the Prandtl number alone. 
Once this hypothesis is made, one must find a convenient expres­
sion. This could have been derived to fit the cumbersome equation 
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Table 3 Nu s /Ra s '^ for vertical flat plate, uniform heating 

Pr 10~2 10"1 1.0 10 102 10 3 

Churchill and 
O z o e [ l l ] 0 .21 0.34 0.46 0.52 0.55 0.56 0.56 

(473)KC,, 
equat ion 
(12c) 0.19 0.31 0.43 0.50 0.53 0.53 0.54 

percent error 8.9% 7.7% 6 .1% 4.8% 4.5% 4.6% 4.6% 

Table 4 N u 6 /Rafl
 1/!> for a horizontal isothermal, 

circular, cylinder 

Pr 0.01 0.7 1000 
Saville and Churchill [ 5 ] 0.15 0.33 0.44 
Present result , (15c) 0.14 0.34 0.41 

in [7], it could have been obtained from analysis for any shape of 
body, or it could have been determined experimentally. The flat-
plate equation for Ce is used because it is simple, yet accurate. 
This equation having been chosen, the remainder of the compari­
sons with earlier analyses can be made testing (1) the ability of the 
analysis to generate the correct form of solution, and (2) the 
underlying hypothesis that Ce is indeed a universal function of Pr. 

The first of these tests compares the predictions of the present 
method for a vertical flat plate with uniform surface heat flux with 
the solutions of Churchill and Ozoe [11]. Numerical values, and 
percentage errors in the present predictions, are given in Table 3. 
The errors are approximately 5 percent for Pr S; 1, increasing to ,9 
percent at Pr = 0.01. The reason that the present coefficients are 
in greater error at low Pr has been discussed in [7]. These errors 
would be acceptable for most practical problems; indeed they are 
within the normal experimental uncertainty. 

Circular Cylinders. The testing of the present analysis con­
tinues by focusing attention of heat transfer from circular cylin­
ders first with uniform wall temperature, and second with uniform 
heat flux. The prediction for the isothermal cylinder, (equation 
(15c)) has the same form as the solution obtained by Saville and 
Churchill [5] but the coefficients are different. Table 4 compares 
these coefficients for various Prandtl numbers. The results are in 
excellent agreement. 

Log | 0 Ra B 

Fig. 2 Thin-layer results compared to experimental data—C/B— 0 is 
the vertical flat-plate limit 

For the uniform heat flux cylinder, Wilks [12] has extended the 
Saville-Churchill method and obtained Nu s /Ra£ 1 / 4 = 0.37 for Pr 
= 0.7. The application of the present method, equation (13), yields 
a value of 0.34 for this constant. The method of performing the in­
tegration to obtain this result will be described in a later section. 
Koh [13] has also addressed this problem. 

Elliptic Cylinders (Isothermal). The local heat transfer from 
isothermal elliptic cylinders has been recently reported by Lin and 
Chao [6]. Equation (12a) predicts that the Nusselt number at the 
upstream stagnation point increases with (B/C)1/2 for a given Ray-
leigh number; this agrees well with the Lin-Chao calculations. For 
Pr = 10 and °>, the present predictions agree to within 1 percent 
for all angles and for all C/B reported in their graphs. For Pr = 
0.72 the agreement on the upstream half of the cylinders is also 
within 1 percent, but becomes slightly worse on the rear half for 
C/B = 1 (up to 5 percent) and C/B = 0.5 (up to 3 percent). 

Conclusions Concerning Accuracy of Present Thin-Layer 
Analysis. From the foregoing comparison with more complex, 
but more accurate analyses, the following conclusions emerge. For 
the constant wall temperature the predictions of Nu are accurate 
to within about 1 percent for Pr S; 0.7 for the wide variety of body 
contours tested. Comparisons have not been made for very low Pr, 
but somewhat larger errors would be expected since Ce changes 
more rapidly with Pr (see [7]). For uniform heat flux, the predic­
tions are normally low by between 5 and 8 percent for Pr 5; 0.7, 
with the difference becoming somewhat larger at lower Pr. When 
the wall temperature varies more sharply, the errors also increase 
(up to nearly 20 percent in some extreme cases tested, see [7]); the 
loss in accuracy of the method under extreme conditions was antic­
ipated in the original formulation of the method in [7]. The results 
are not intended to apply to problems where the ambient fluid is 
thermally stratified. 

In view of the failure of the underlying thin-layer assumptions 
demonstrated in the next section, the accuracy of the present pre­
dictions would normally be satisfactory. 

Comparison of Thin-Layer Predictions With Experiment. 
The average Nusselt number, NUB, according to equation (15a) is 
plotted in Fig. 2 for C/B — 0, C/B = 0.6, and C/B — 1.0. The 
curves for the two limiting cases are also replotted in the same fig­
ure (note the different scales) to facilitate comparison with experi­
mental data. 

For C/B = 0 (vertical flat plate) the prediction is compared with 
the data of Saunders [14] for nearly isothermal vertical plates. The 
agreement is good in the restricted range 105 < Ras 5 108, but out­
side this range the data lie consistently above the prediction. (A 
comparison with the plotted results of Saunders suggests that a 
data-tabulation error has been made in the case of the circled 
point in Fig. 2.) 

For C/B —• 1.0, the recommendation of McAdams [15] based on 
early measurements of the heat transfer from horizontal cylinders, 
and recommendations of Hesse and Sparrow [16], Kyte, et al. [17], 
and Collis, et al. [18] based on more recent experiments, have been 
plotted for comparison with the prediction. The predicted NUB 
values are about 25 percent too low in the range 104 < Ra_B < 108 

with the differences becoming larger outside this range. (Morgan 
[19] has published a thorough review of experiments related to cir­
cular cylinders.) 

Discussion of the Applicability of Thin Layer Analyses. 
The discrepancies between experiment and analysis evident in Fig. 
2 are very much larger than the difference between the present ap­
proximate solution and more exact solutions of the basic thin-
layer, laminar equations. The discrepancies therefore must repre­
sent the failure of the basic equations themselves—the same equa­
tions on which all of the analyses (Chaing-Kaye, Saville-Churchill, 
Lin-Chao, and the present method) are based. For small Ra,g this 
failure is thought to be caused by the presence of thick-layer ef­
fects while at higher Raa the* heat transfer is affected by turbulent 
heat transfer from part of the surface. It is particularly disturbing 
that for C/B —• 1.0, there is no Rayleigh-number range for which 
the thin-layer results are adequate. The same conclusion would be 
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expected to apply to most blunt bodies. 
If the objective of an analysis were to determine local heat trans­

fer rates, there is a region on the surface (whose extent depends on 
the Rayleigh number) where the series solutions of Saville and 
Churchill, Lin and Chao, and Chaing and Kaye would be nearly 
valid. In these regions, the numerical effort required to obtain the 
solutions may be justified. However, from the evidence just pre­
sented, if the average Nusselt number is the objective of the analy­
sis (and it normally would be for engineering applications) highly 
refined solutions of the thin-layer equations do not appear to be 
justified; even the numerical effort required to evaluate the lead­
ing term in their series solutions would appear difficult to justify. 

For these purposes, it is felt that the present approximate solu­
tion keeps the level of complexity consistent with the accuracy of 
the underlying equations. Rather than attempting to increase the 
accuracy of this solution to the thin-layer equations, it is more 
fruitful to improve it by accounting for the (more important) influ­
ences of turbulence and thick boundary layers. 

4 Modify ing the T h i n - L a y e r Analys i s 
Turbulent Heat Transfer. In the turbulent regime, the heat 

transfer becomes dependent on local conditions and "forgets" 
what has happened upstream. Based on this, and an analogy with 
equation (6), it was proposed in reference [7] that fully turbulent 
heat transfer is described locally by the equation 

— = CtA(<j>) R a ^ 3 (16) 
k 

where d> is the local angle of the surface from the vertical (positive 
when the heated surface is upward-facing), d> = s in - 1 {—dr/ds). 
The proposed relations for A and Ct are 

A, s [0.71 cos1/3 0 for - 9 0 deg < d> < 19.7 deg 
Aid)) = \ ,„ (17) 

I sin1/3 d, for 90 deg > 0 > 19.7 

and 

C( = [0.14 Pr0 0 8 4 , 0.15]- (18) 

where [ , ] ' is defined such that [A, B]' = A if A < B and [A, B}' 
= B if A < B. These proposals have been made based on available 
experimental data. Additional confirmation is needed, particularly 
for Pr » 1 and Pr « 1. 

If the Rayleigh number is so large that turbulent heat transfer 
occurs from nearly all regions on the surface, these equations can 
be integrated to determine the average Nusselt number. For the 
isothermal flat plate and horizontal circular cylinder respectively, 
the following equations are obtained: 

NUB = 0.71 Ct RaB1/3 (vertical plate) (19a) 

N u s = 0.72 C, RaB
1 / 3 (horizontal cylinder) (196) 

It is of interest that these asymptotic- results are nearly identical; 
Kutataladze [20] made a similar observation. 

These equations are plotted in Fig. 2 for Pr = 0.72. For the verti­
cal flat plate, the data of Saunders [14] closely approaches the re­
sult given. There is also excellent agreement with Warner's [21] 
data and with the experiments of Pirovano, et al. [22] which gave 
Nuij/Ra s

1 / 3 = 0.104 for Pr » 0.7 compared to 0.096 from equation 
(19a). For circular cylinders, equation (196) is seen to be in very 
close agreement with the recommendations of McAdams [15] and 
Kyte, et al. [17] at high RaB. 

Criterion for Transition. For the range of Rayleigh number 
of interest, it is necessary to predict average Nusselt numbers 
when part of the surface is subjected to laminar heat transfer and 
the remainder to transition and turbulent heat transfer. Since it is 
the average value which is of interest, the problem can be simpli­
fied by defining a transition location (rather than region) at which 
a sudden transition from fully laminar to fully turbulent flow is 
presumed to occur. Equation (11) would be used on the laminar 
side of this location and equation (16) on the other. The location 

should be chosen somewhere in the middle of the actual transition 
zone such that the integrated local flux across the zone is correct. 
A criterion for determining this location is required. 

The authors have proposed a criterion which requires the intro­
duction of two length scales', these will also prove useful for other 
purposes in the following sections. The local resistance to heat 
transfer can be imagined to arise from a fictitious stationary layer 
of fluid enveloping the surface and across which the total tempera­
ture drop occurs. Because the local resistance varies with position 
on the surface, the thickness of this layer also depends on position. 
The heat transfer across the layer is entirely by conduction. If the 
layer is very thin, the local Nusselt number based on this layer 
thickness will be unity. Therefore, for thin layers, the local thick­
ness for laminar and turbulent heat transfer are, respectively, 

At = k/h (20) 

where h in this equation is defined by equation (11), and 

At = sl(Ct A{d,) R a ^ 3 ) (21) 

These length scales are related to the actual thickness of the ther­
mal boundary layer in the moving fluid. They also bear some re­
semblance to Langmuir's [23] average conduction-layer thickness. 

The required transition criterion is based on a comparison of A( 
and Aj at each location on the surface. If At ^ | At, the laminar 
equations are used; if At > j At, the fully turbulent result is used. 
For transition on an isothermal, inclined plate transferring heat to 
air or water, this criterion has been checked [7] and found to work 
well. For other boundary conditions and for Prandtl numbers well 
removed from unity, experimental data are not yet available, and 
the tentative nature of the proposal must be stressed. However, 
the results to be described give a posteriori justification for its use 
even for Pr » 1. 

Thick-Layer Effects. Suppose the local value of Ae is large, as 
shown in Fig. 1(6). If the area available to heat transfer by conduc­
tion away from the surface changes along its path, then the resis­
tance to heat transfer from the surface is affected. This will cause 
the given thin-layer results to be in error since the use of a2T/ay2 

in the conduction term in the basic equation is no longer valid, as 
described earlier. One remedy would be to replace this term in the 
differential equation by the appropriate term in elliptic-cylinder 
coordinates. This would require beginning the solution anew. An­
other method would be to use the local value of q/A or NUB al­
ready obtained from the thin-layer solution as the predictor in a 
predictor-corrector type of approach. The corrector portion would 
contain information on how quickly the area available to heat 
transfer is actually changing. The latter strategy is adopted here. 
The advantages are the general applicability of the method to al­
most any surface shape and the guidance it provides in choosing 
correlation equations. 

Therefore, in the remainder of this paper, the local (thin-layer) 
Nusselt numbers described in the foregoing for both laminar and 
turbulent flow will be considered as predictor values. Where confu­
sion can arise, a superscript p is added (e.g., ( N U B ) P ) to denote 
this. 

Supposing either that At < 4 A(/3 (or that laminar flow every­
where has been assumed), the length At along the \p curve falling 
through location s on the surface has been shown in Fig. 1(6). The 
corrected value of iq/A) from the area between \p ~ Ai/*/2,and yp + 
Ai^/2 is obtained by equating it to the local heat flux between con-
focal ellipses distance At apart along this \p curve. This outer el­
lipse is specified by the single parameter i]0. Note that since At 
changes with \p, so will ?;0. Using the equation for resistance to heat 
transfer between confocal ellipses developed by Yovanovich [1], 
the corrected iq/A) is 

q/A = kAT*ATr/b(r,0~Vi)x (22) 

or 

Nu6 = 1/(T)0 - Vi) X (23) 
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Fig. 3 Analytical results corrected for turbulence and thick-layer effects 

ri0 is defined such that 

J* vaW 
(cosh2 r, - cos2 ^ ) 1 / 2 dr, = AeM (24) 

»i 

rjo can be simply found by integrating equation (24) numerically 
(at any required value of \p) until a value of rj = rj0 is found for 
which the equality is satisfied. This is substituted into (23) to give 
the corrected Nusselt number. If Ag > 4A t/3, and if one wishes to 
account for turbulence, At is the appropriate distance to be used in 
equation (24) in place of Ag. 

The average Nusselt number based on AT is, therefore, 

p* AT* , 

where, by definition of average temperature, 

~ P r = 0 - 7 2 
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Fig. 4 A comparison of analysis and experiment for horizontal circular 
cylinders 

AT* = §J &T*xd+/h (26) 

If AT* is specified on the surface, the interval 0 =S \p < ir is divid­
ed into N equal intervals, the value of T\0 found at the middle of 
each interval, and the integration for Nut carried out in a straight­
forward way. For an isothermal surface, AT* = AT* = 1 and the 
application is particularly easy. 

When the heat flux is specified, the AT* distribution must first 
be found. For a given local (q/A), a local value of AT* is guessed 
from which At and A( can be calculated from equation (20) and 
(21), respectively. The corresponding value of % is then computed 
from (24) and substituted into (22) to obtain an improved value of 
AT*. This is used as the next "guessed" value of AT* in an itera­
tion scheme which terminates when values of AT* and ?/0 of suffi­
cient accuracy are known. The process is repeated at required loca­
tions around the surface until AT* and ri0 are known at the center 
of each of the N intervals. Nut is then found from equation (25). 
The reference temperature in this calculation is entirely arbitrary. 
However, if the heat flux is constant around the surface it is conve­
nient to choose AT,. = (q/A)b/k so that Nu6 = 1/AT*. 

5 Predictions, Accounting for Turbulence and 
Thick-Layer Effects 

The improved Nug values for C/B —• 0, 0.6, and -»1.0 (corre­
sponding to the curves plotted in Fig. 2) are shown in Fig. 3 (curves 
a). The line b shows, for comparison, the thin-layer results ob­
tained in Section 3 for C/B —• 0, and the line c is the prediction for 
turbulent heat transfer everywhere on the surfaces. The thick-
layer correction results in a much larger heat transfer at low values 
of Rag and the turbulence correction causes the NUB results for all 
C/B to gradually converge onto almost the same curve. The latter 
behavior is not surprising since equations (19a) and (196) must be 
asymptotically approached. 

Vertical Plate, Isothermal. A comparison with experimental 
data indicates that these corrections bring analysis and experi­
ment into close agreement over a much wider range of Rayleigh 
numbers. For vertical plates, the C/B » 0 curve has been replotted 
in the upper portion of the figure on an offset scale, along with ex­
perimental data of Saunders [14] and Warner, et al. [21]. Good 
agreement is now obtained for the entire experimental range of 
Rag. Some discrepancy between the present results and Saunders' 
data might be expected because his vertical surface was not per­
fectly isothermal. Calculations both by Saunders and the present 
authors indicate, however, that they were nearly isothermal at low 
Rag. The analytical results for constant heat flux (CHF), to be de­
scribed in the next section, are plotted for comparison with the 
data in Fig. 3. For RaB > 105 the CWT and CHF predictions are 
almost identical. For smaller Rag (based on the mean temperature 
difference) lower Nug are obtained for CHF and the data fall be­
tween the CWT and CHF curves, closer to the CWT side, as ex­
pected. 

Some previous investigations have evaluated higher-order 
boundary-layer effects for this (CWT) problem and Hieber [24] 
has been able to give a first-order correction to classical (thin-
layer) theory for the global heat transfer. His corrected correlation, 
plotted in Fig. 3, brings the classical analysis into improved agree­
ment with experiment, but the results are not as satisfactory as 
those obtained by the present method. 

There was almost no dependence of NUB on C/B near the flat 
plate limit (C/B < 0.1) in the thin-layer results. The same result 
was found to apply to these improved predictions. 

Horizontal Circular Cylinders, Isothermal. A comparison 
between the present analysis and former empirical correlations for 
isothermal circular cylinders is shown in Fig. 4. Curve (a) is the 
laminar thin-layer result, curve (b) is for turbulent heat transfer 
everywhere, curve (c) corrects fdr thick-layer effects but assumes 
the heat transfer is laminar everywhere, while curve (d) is the re­
sult accounting for both thick-layer and turbulence effects. Shown 
for comparison are the recommended correlations of several au-
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thors (McAdams [15], Hesse and Sparrow [16], Kyte, et al. [17], 
Collis and Williams [18]). It is seen that the analysis has been 
brought into very close agreement with experiment for RaB & 
10 - 2 . Below this value there is disagreement between different in­
vestigators, but the present results do appear to predict a NUB 
which is too large. 

Kim, et al. [25] have recently reported local heat transfer rates 
from an isothermal cylinder to a high Prandtl number oil. The re­
sults for their lowest temperature difference (where property 
values change the least) have been plotted in Fig. 5 for comparison 
with the present predicted local values. The gradual transition is, 
of course, not predicted but the trends are correct and the average 
Nusselt number is predicted to within about 4 percent of the ex­
perimental value. 

Peterka and Richardson [26] have evaluated the leading term in 
a series solution of the complete equations of motion for laminar 
flow around a horizontal, isothermal, circular cylinder. Table 5 rec­
ords their ratio of ( N U B ) / ( N U B ) P for Pr = 0.72, where NUB ac­
counts for thick-layer effects, and ( N U B ) P is the thin-layer Nusselt 
number. The corresponding "present results," assuming laminar 
flow everywhere on the cylinder, are tabulated for comparison. 
The corrections agree to within 1 percent. 

Constant Heat Flux (CHF) Results. Values of Nut have also 
been measured by Kim, et al. [21] for a CHF horizontal cylinder. 
These are compared, for their lowest heat flux, with the present 
prediction in Fig. 5. The trends are again correctly predicted and 
the average Nusselt number is predicted to within 5 percent. 

For a CHF vertical plate, the local Nusselt number is plotted 
versus the local Rayleigh number, RaSj in Fig. 6. For Pr = 7 (water) 
the thick-layer effects cause the heat transfer to increase for Ras 5 
10 above that predicted by the thin-layer equations. The upper 
portion of Fig. 6 shows that the temperature distribution deviates 
from the s1/5 variation near the leading edge to an extent which de­
pends on the value of Rat*. 

The predicted NUB results are in good agreement with the mea­
surements of Goldstein and Eckert [27] and others. Their mea­
sured temperature variation along the plate for Ra;,* x 108 is plot­
ted in the upper portion of the figure. The good agreement with 
the present corrected results indicates that their observed depar­
ture from the Vs-power curve was at least partly due to thick-layer 
effects. 

To conserve space the average Nusselt number results are not 
shown. However, correlations will be presented in a later section 
which closely represent these results. 

General Conclusions. The present predictions, accounting for 
thick-layer and turbulence effects are, therefore, seen to be in ex­
cellent agreement with experiment in the two limiting cases of C/B 
~* 0 and C/B -» 1. It would appear that these limiting geometries 
would be most demanding of the analysis (because the sharp lead-

go , 
i 0-6 

2 ~ c — 

0 3 

0 2 

01 

Pr -1264, Rob = 195 x_IO 

MEASURED N u ^ - 102 
• CALCULATED Nub ' 10-7 

<- 0 . 4 | _ P r - l 3 4 2 

R o b ' I ' 3 9 x l 0 5 

MEASURED - N u b = 9 4 

CALCULATED- N u b = 9 0 

/LAMINAR a TURBULENT, 
t THICK LAYER 

0 | - LAMINAR, THIN LAYER 

I i , I i , I , , ! i , I 
30 6 0 90 120 

ANGLE FROM LOWER 
STAGNATION POINT 

ing-edge effect is most severe for the vertical plate, and the area 
exposed to turbulence is maximum for the circular cylinder). 
Therefore, even though experimental data are not available for in­
termediate eccentricities, good agreement with experiment would 
be expected. 

6 S o m e C o m m e n t s on P r e v i o u s Work 
Based on the present analysis, it is possible to explain some con­

flicting results which have appeared in the literature. 
Recently Suriano and Yang [28] published the results of a nu­

merical solution which indicated that, for a vertical isothermal 
plate, NUB ^* 1.078 as Raa -» 0. In this solution, the T*, boundary 
condition was applied on a rectangular boundary 7.5B above and 
below the center of the plate and 9.0S away from the plate in the 
lateral direction. The heat transfer by conduction between the 
plate and this boundary would be approximately the same as be­
tween the plate and an elliptic cylinder with a semimajor axis of 
about 7.5B. This corresponds to a value of i]0 in equation (23) of 3.4 
(since 7.5B = b cosh i;0 defines the value of the tj0 ellipse passing 
through this point). The corresponding Nusselt number, arising 
from the conductive heat transfer alone, is therefore NUB X ir/i?0

 = 

0.92. This is close to the limiting value obtained by Suriano and 
Yang. It is therefore quite clear that their NUB asymptotically ap­
proached a limiting value as RaB —• 0 because the boundary condi­
tion at "infinity" was applied much too close to the plate. 

Gryzagoridis [29] has published measurements of NUB versus 
RaB for an isothermal wall boundary condition which indicate that 
the classical solution for a vertical plate holds down to RaB ~ 10. 
The disagreement of his results with the present analysis and with 
earlier results is therefore great. It is here speculated that the 
chambers containing his plates were so small that the heat transfer 
behavior was more like that for an enclosure. The decrease in heat 
transfer due to enclosure effects can be seen from the work of 
Powe [30]. It is the enclosure effect which is likely also responsible 
for the dependence of the local Nusselt number on both Ra and 
AT in his later experiments [31]. 

7 Correlation Equations 
Isothermal Surfaces. The average Nusselt number for lami­

nar, thin-layer heat transfer can be simply found from equation 
(15a) (for an isothermal surface). However, these are usually not 
directly useful because of the presence of thick-layer effects and 
turbulence. When these effects are accounted for, the foregoing 
method involves numerical integrations and the simple, explicit 
equation for NUB is lost. Although it is elementary to write a com­
puter program to solve the integrals (less than 100 statements in 
Fortran), it would be more convenient if the analytical results 
could be adequately represented by equations. 

It is not clear what form of equation should be forced to fit the 
final predictions. Therefore, the simpler problem of finding equa­
tions which are, respectively, correct in the limits of laminar heat 
transfer everywhere on the surface, and turbulent heat transfer ev­
erywhere, is addressed. Once these are known they are combined 
to give the final equation. 

The appropriate equation in the limit as the entire surface is 
subjected to turbulent heat transfer is given by equations (19a) 
and (19b). Since the coefficients in these equations are so nearly 
equal the same equation can be used for all eccentricities. For the 
purposes of this section, this turbulent Nusselt number is desig­
nated as Nusi. 

Fig. 5 A comparison of measured and predicted local Nusselt numbers 
for isothermal and constant heat flux circular cylinders 

Table 5 NuB/(NuB)p for horizontal, isothermal cylinders 
6 3 1.38 

10 5 10" x 1 0 3 X 10 3 x 1 0 3 1 0 3 

Peterka and 
Richardson 1.09 1.15 1.17 1.20 1.25 1.26 

Present result 1.08 1.14 1.16 1.19 1.23 1.24 

( R a 6 / P r ) i o r 
Pr = 0.72 ->• 
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Fig. 6 Distribution of local Nusselt number (lower) and temperature dif­
ference along a vertical, constant-heat-flux vertical plate 

Table 6 k* and q* for use in equation (33) 

Ra^ presenta t ion 
C/B k* q* 

1.0 2.00 0.76 CgJRas 1 / 4 

< 0 . 1 1.83 C e R a B ' / 4 

R a # * presenta t ion 
k* q* 

1.64 1.05 CgRajg*1 /5 

1.49 1.30 CzRaB*'l5 

The average Nusselt numbers for laminar heat transfer from 
the entire surface can be obtained by rerunning the analysis with 
the turbulent heat transfer "turned off." Let these Nusselt num­
bers be designated by NUB; . Guided by an examination of the 
equations in the limiting cases as C/B —- 0 and C/B —- 1 (the latter 
case was examined in [7]) the following equation for N U B ; was ob­
tained: 

N U B ; : VvK/h) 
(29) 

ln(l + 23 '4 irK/iff* Ce RaB
1/4)) 

where if is a constant depending on C/B which is fit well with the 
equation 

K = [0.91, (C/B)°- 0 4 1 ]MAX (30) 

The maximum value of the two quantities in brackets is used. 
Now that the equations for N U B ; and Nugt are known, they 

must be combined to fit the analytical results. This is done, fol­
lowing the suggestion of Churchill and Usagi [8], using 

(Nu s ) m = (NUB)"* + {Num}m 

where m is some constant. 
Inserting the appropriate equations one obtains 

(NuB)m -

(31) 

lln[l + 23 '4 -KKKH^ Ce RaB
1/4)]J 

+ (0.72 Ct RaB1/3!: (32) 

where f\ and f% are tabulated in Table 1, K is given by equation 
(30) and m may be adequately found from 

m = 3.5/V(C/S) + 0.1 (32a) 

While this is a cumbersome equation, it fits the results of the 
analysis for all Ras S; 10~2, for all C/B, and all Prandtl numbers to 
within about 5 percent. For any C/B and Pr all the constants can 
be computed and the equation becomes much simpler. 

Constant Heat Flux Surfaces. An equation of the form of 
(31) can also be used for the CHP surfaces. The presentation of ap­
propriate equations for N u s ; and NUB< is, however, complicated 
by the availability of several possible choices for the reference tem­
perature. In the following, the average temperature difference, AT", 
is used in defining NUB; the correlations are given either in terms 

of Ras (which uses AT) or RaB* (which uses (q/A) b/k as the ref­
erence temperature). 

For calculating N U B ; in equation (31), the following equation 
can be used: 

N U B ; = W i n (1 + k*/q*) (33) 

where k* and g* are given separately for each of the two cases in 
Table 6. 

The equations for NUBJ are 

NUB< = 0.72 Ct RaB1/3 (Ras presentation) (34a) 

= [0.21 pro-063i o.22]'Raj3* 1/4 (Ra s* presentation) (346) 

Equations (33) and (34) are inserted into (31) and, using (32a) for 
TO, NUB is calculated. The results are accurate for Ras* S 0.1. 

Comparison With Previous Correlations. The equations just 
presented appear to be the first proposals for elliptic cylinders. 
However, for the limiting cases of C/B —- 0 and C/B -> 1, previous 
equations have been suggested, the most competitive proposals 
being those by Churchill and Chu [32-34] (which appeared while 
the present paper was under review). Their equations are plotted 
in Fig. 7, along with equation (32), and the data from Figs. 3 and 4 
(using the same symbols). For both geometries, the Churchill-Chu 
equations fall substantially below the data, and equation (32), for 
Raa near 102. For very large Ras, their NUB values are higher than 
ours by about 5 percent, but both lie within experimental scatter. 
For Raa 5 10~2, there are large discrepancies between experi­
ments. The present equation appears to fall slightly above the data 
(this could be changed by decreasing K in equation (32)) near 10 - 2 

but has the correct conduction limit as RaB —•" 0; the Churchill-
Chu equations yield a constant Nusselt number in the conduction 
limit. This limiting behavior would be correct only if conduction 
directly to the enclosure walls, or end effects (finite length of cylin­
der or width of plate), became dominant. However, since the limit­
ing value in NUB is then experiment-dependent, it does not seem 
appropriate to represent it by a single constant value. 

Their equations are simpler to evaluate, requiring (after all coef­
ficients have been evaluated) four operations compared to 11 for 
equation (32); if the equations are used in a computer program, 
this difference does not seem important. 

8 S u m m a r y 
A general (but approximate) method of obtaining solutions to 

free-convection heat transfer problems, accounting for thick-
boundary-layer effects and turbulent transport, has been used in 
this paper to predict the heat transfer from thin elliptic cylinders 
over a very large range of Rayleigh numbers. The following sum­
marizes the contributions of the analysis. 

1 It was shown to be very important to account for thick layer 
effects and turbulent heat transfer when predicting the average 
Nusselt number for elliptic cylinders. The same conclusion proba­
bly applies to all two-dimensional bodies. 

2 In the limiting case of large eccentricity the elliptic cylinder 
degenerates to a vertical flat plate. New solutions to this (classic) 
problem have been obtained for both constant wall temperature 
(CWT) and constant heat flux (CHF) boundary conditions. The 
present analysis is more successful than any previous analysis 
(known to the authors) in bringing predictions and experiment to­
gether over a large range of Rayleigh number. The effect of small 
but finite plate thickness, and of a finite radius on the leading 
edge, was found to be negligible. It is essential in this analysis that 
the flat plate be treated as the limiting case of an elliptic cylinder. 

3 In the limiting case of small eccentricity, the cylinder be­
comes circular. A new solution to this problem is reported for CHF 
boundary conditions. The predictions for both CWT and CHF 
conditions are compared to experiment, and excellent agreement is 
found over a very wide range of Rayleigh number. 

4 New CWT and CHF solutions are presented for local and av­
erage heat transfer from elliptic cylinders of intermediate eccen­
tricity. No experimental data are known to exist for this case, but 
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Fig. 7 Comparison of equation (32) with correlating equations proposed 
by Churchill and Chu and with experiment for vertical plates and horizontal 
circular cylinders 

t h e excellent ag reemen t for the l imit ing cases in 2 and 3 lends con­

fidence to the accuracy of these predic t ions . 

5 Corre la t ion equa t ions are p re sen t ed which fit t h e resul t s of 

t h e analysis closely for 1 0 - 2 5 Ra,s 5; 101 2 for all eccentr ici t ies for 

C W T b o u n d a r y condit ions. Similar equa t ions , b u t wi th a slightly 

r educed range of validi ty in Rayleigh n u m b e r , a re also given for 

C H F condi t ions . T h e C W T equa t ion is compared wi th d a t a a n d 

t h e r ecen t proposals of Churchil l and Chu. 
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1 Introduction 
The transport of heat, mass, and momentum in the environment 

is usually complicated by the important effect exerted by the 
earth's gravitational field. Gravitational forces acting on the mean 
flow will cause hot gaseous exhausts to rise on discharge to the at­
mosphere; and a submerged jet of warm water will tend to spread 
out over the top surface of a lake or estuary. A buoyant shear flow 
may display markedly different characteristics from an isothermal 
shear flow subject to the same boundary conditions due to the in­
fluence of buoyant forces on the internal structure of the turbulent 
motion. The present contribution provides proposals for modeling 
these effects and shows the outcome of calculations of some non-
equilibrium free shear flows. 

Available models for buoyancy-affected turbulence tend to be 
oversimplified or of such complexity that their use for practical 
calculations is unattractively expensive. Models of the former kind 
predict collapse of the turbulence at a critical value of the flux col­
lapse of the turbulence at a critical value of the flux Richardson 
number, R/, defined by: 

Rate of turbulent energy removal by buoyant forces 
R/ = 

Rate of turbulent energy creation by mean shear 
Towsend [l]1 and Ellison [2] give widely different values for R/crit 

of 0.5 and 0.15, respectively. Moreover, these simple theories do 
not allow the turbulence stresses and heat fluxes to be determined. 

More elaborate models based on the solution of approximate 
transport equations for the turbulent stress and heat-flux compo­
nents have been proposed by Lumley [3] and Donaldson, Sullivan, 
and Rosenbaum [4], In the most general circumstances the latter 
model entails the solution of ten coupled, highly nonlinear differ­
ential equations for turbulence correlations, and the former twelve. 
This is a formidable task, even for two-dimensional thin shear 
flows. 

Neither the simple nor the elaborate models mentioned in the 
foregoing distinguish between turbulent flow near a wall and free 
shear flows. It is now recognized, however, that the presence of a 
rigid surface substantially alters the character of the pressure fluc­
tuations in its vicinity [5, 6] which in turn affect the level of stress 
and heat flux. Gravitational forces too have been shown to affect 
the turbulent pressure fluctuations [7] and their influence likewise 
remains to be included in any complete "second-order" closure. In 
our view, models of this kind, while providing the best medium-
term prospect for a generally valid treatment of turbulence, are at 
present too expensive for most practical applications, particularly 
as the models themselves are still the subject of rapid development 
and change. 

The present contribution provides a model intermediate in com­
plexity between the two kinds of closures discussed in the forego­
ing. The turbulent fluxes are calculated from the local values of 
just two scalar turbulence properties: the turbulence kinetic ener­
gy (k) and its dissipation rate (e). The approach does not entail a 
priori acceptance of the effective-viscosity concept on which ear­
lier k-e models are based [8, 9]. Instead, algebraic formulas are de­
rived connecting the turbulent stresses and heat fluxes with the 
local values of k and e and with the mean velocity and/or tempera­
ture fields.2 

The basic physical model has been developed by Launder [7] for 
the restricted case where turbulence-energy production and dissi­
pation rates were equal throughout the flow. The present work ex­
tends the treatment to more realistic flow situations in which the 
production : dissipation ratio varies from point to point. 

Predictions are presented fpr the horizontal buoyant mixing 
layer and the surface jet, both of which exhibit the correct charac­
ter of progressive collapse as the mean Richardson number in­
creases. Comparisons are also drawn with recently published data 
of the thermal fields of the turbulent wake and plane jet. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division December 2, 1974. Paper No. 76-HT-S. 

2 The method used here was proposed by Rodi [10] for momentum trans­
port in nonbuoyant flows. Similar though, we believe, less satisfactory sim­
plification schemes, have been suggested by Launder [11] and by Mellor and 
Yamada [12]. 
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2 Analys i s 
Reference [7] has proposed the following pair of equations for 

determining the turbulent stresses and heat fluxes in buoyancy-
• affected free shear flows: 

DuiU: „ „ 2 
-j^L = S)(uiuJ)+Pij--&ije • ci~{UiUj --bijk) 

DuiT' ^ , ^ sT 
= £> (uiV) - mik 

Dt dXk 

•C2(Pij--6ijP) (1) 

cvr-UiT' + PiT(l-c2T) (2) 
k 

where the operator 35 ( ) denotes the rate of diffusive transport of 
the quantity within parentheses. The quantities P, Pij, and P,r 
represent, respectively, the production rates of turbulence energy, 
of ujUj, and of that part of u,T" attributable to mean shear and ef­
fects of buoyancy. 

P== —\ uiUk 1 UiT 
I dXk T 

„ _ f dUj dUt 
Pij = - U;llk + UjUk — 

( SXk dXk 

Pn 

--^gjU.T' + giujT 

I dXK T 
(3) 

A detailed derivation of equations (1) and (2) from the exact 
equations for uiUj and u;T' is given in reference [7]. The fine-scale 
turbulent motion is assumed to be isotropic and the pressure-
strain ((j>ij) and pressure-temperature-gradient (0,r) correlations, 
which appear as unknowns in the exact equations, are approximat­
ed by: 

4>u = - c i ~ ("."j - - &ijkj - ci [Pij - -dijPj 

lj>iT = 
k 

cirPn 

(4) 

(5) 

Reference [7] considered only the case of equilibrium buoyant 
flows, i.e., where the production and dissipation rates of turbu­
lence energy are in balance. The convective and diffusive transport 
terms in equations (1) and (2) were then zero. Since these are the 

only terms containing derivatives of the turbulent stresses and 
heat fluxes, the equations are thus reduced from a differential to 
an algebraic set for UiUj and u;T', 

Here, for the case of nonequilibrium shear flows, we approxi­
mate the transport terms in equations (1) and (2) in such a way 
that again algebraic formulas emerge for the turbulent stresses and 
heat fluxes. Following Rodi [10], it is assumed that: 

DiijUj 

Dt 
•S>(uatj) 

UiUj \Dk 

Dt 
-3d(k) (6) 

That is, the nett transport of stress component UjUj is assumed to 
be proportional to the transport of kinetic energy times the factor 
Lcjlij/k. The assumption is reasonably, correct in thin shear flows 
except in the vicinity of an axis of symmetry. 

Now, the transport equation for turbulence energy (see equation 
(19)) expresses the fact that the nett transport of k at any point 
equals the excess of the local production rate over the dissipation 
rate of k. Equation (6) may thus be rewritten as: 

[ DuiU; , , "1 UiU; , 
(7) 

Equations (1) and (7) may then be combined to yield the following 
formula for the Reynolds stresses: 

UiUj bijk Pij -biiP 

in which: 

E ( l - c 2 ) / ( c i - l + P/e) 

(8) 

0) 

Equation (8) is identical with the formula obtained by Launder [7] 
except that in the definition of <j> the denominator (ci — 1 + P/t) 
now replaces c\. 

The values of the empirical coefficients adopted in [7] here: c\ — 
2.2; C2 = 0.55 are consistent with the proposals of [7] for non-
buoyant flows. 

The transport terms in equation (2) are approximated in a pre­
cisely parallel way. It is assumed that: 

D 
— UiT -£>(uiT) 
Dt 

—7*. u , r 

i ' « v f 
= (— (k^VrA 
"2 [Dt \ I 

. N o m e n c l a t u r e . 
B = function defined by equation (28) 
bu = characteristic width of velocity field: 

bu = x,')(0.5) for jet or wake; bu = *3(0.9) 
— X;)(0.1) for mixing layer 

br = characteristic width for temperature 
field equivalent to bu 

k = turbulence energy V2U;2 

P = rate of production of turbulence ener­
gy, equation (3) 

Pij = rate of production of U;UJ, equation 
(3) 

PIT = rate of production of it; TV equation 
(3) 

PT ~ rate of production of T'2 

R/ = flux Richardson number, equation 
(25) 

Rii, Ri2 = gradient Richardson numbers, 
equation (39) 

T = mean temperature 
T' = fluctuating temperature 
T = mean temperature normalized with re­

spect to maximum and minimum values 
Ui = mean velocity component in i -direc­

tion 
Ui = mean velocity normalized with re­

spect to maximum and minimum values 
w, = fluctuating velocity component in t-

direction 

x = coordinate 

x 3(0.5) = cross-stream coordinate of "half-
velocity" point 

x3(0.1) =. cross-stream coordinate of 10 
percent velocity, point 

x 3(0.9) = cross-stream coordinate of 90 
percent velocity point 

a = dimensionless volumetric coefficient of 
expansion 

5i = displacement thickness 
62 = momentum thickness 
£ = rate of dissipation of turbulence energy 
(T = rate of dissipation of T'2 

ij = dimensionless cross-stream coordinate 
\xs-x3(0.5)\/bu 

TIT = dimensionless cross-stream coordi­
nate based on temperature field 

X = thermal diffusivity 
vt = "turbulent" viscosity 
at, ak, o", = turbulent Prandtl-Schmidt 

numbers for T, k, and e 
<l> = function defined by equation (9) 
4>T, 4>'T = functions defined by equations 

(14) and (15) 
AT = mean temperature difference 
AU = mean velocity difference 

Subscripts 

i, j , k = Cartesian coordinates, direction i, 
},k 

1, 3 = horizontal and vertical directions in 
two-dimensional plane flow 

0 = initial or nonbuoyant conditions 
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-a> hw V 7 « ) wV UiT> 
- (PT - IT) + -J— (P ~ 0 (10) 

2T'2 2k 

where PT and e-r denote, respectively, the rates of production and 
destruction of the temperature fluctuations: 

Pr=-2ukT'-
aT_ 

axk 

/aT'\2 

eT = 2\( ) 

(11) 

(12) 
\sx/,/ 

Substitution of equation (10) into (2) results in the following ex­
pression for u;T": 

k aT k 
—UiV = 4>T~ UiUk 0 ' T ~ PiT 

t dXk e 

(13) 

where: 

• \c1T+ UP/* - 1) + % ^ = ( P T A T - 1)1 ' (14) 

t'r = 4>T0- ~ C2T) (15) 

This equation is again the same as obtained in [7] except for the 
presence of the groups containing (P/e — 1) and {PTUT — 1) in 
equation (14). Following [7] the quantities cyr and C^T are as­
signed the values: C\T = 3.2; CIT = 0.50. 

Let us note at this point the degree of completeness achieved so 
far in the turbulence-model specification. We have a set of alge­
braic equations for the turbulent stress components, equation (8), 
and the heat fluxes, equation (13). These contain four scalar prop­
erties of turbulence as unknowns: k, e, T"2 and IT- In general, the 
value of these quantities will be quite substantially affected by the 
levels prevailing in neighboring regions; that is to say, transport ef­
fects are significant. To provide an entirely consistent level of clo­
sure, therefore, all four quantities should be found from approxi­
mated transport equations. This is quite a manageable computing 
task. However, for the present it has seemed preferable to adopt 
the following simpler practice. The dissipation rate of T'2 is as­
sumed to be related to c, k, and T"2 by: 

CT' Vfe' 
(16) 

and, moreover, the dissipation and production rates of T'2 are as­
sumed nearly in balance. Thus, equation (14) simplifies to: 

<t>T = [C1T+ W A - 1 ) ] - (17) 

and T"2 which appears in the buoyancy contribution to PIT is ap­
proximated as 

5 * — c v * s ^ 
t axk 

(18) 

Following [7], the coefficient C'T is taken as 1.6 to give the correct 
rate of decay of temperature fluctuations in grid turbulence. This 
rudimentary treatment of the temperature fluctuation seems justi­
fied because T'2 appears in a less prominent position in the model 
than do k or e, while er is still less influential. Moreover, when the 
fluctuating motions principally responsible for the level of k are 
the same as those responsible for T'2, the time and length scales 
associated with the velocity and thermal turbulence fields should 
be closely similar. 

The transport effects are thus contained solely in the treatment 
of k and e. Their values are found from the conservation equations 
for k and e used in the k ~ t viscosity model [8,9]: 

Dk a iv, ak \ 
— = — ( — • — ) +P 
Dt axj \ok axj/ 

Dt _ d /nt at \ 

Dt dXj Xff, HXjl 

aUi 
• Cjl -UiUj 

k 

(19) 

(20) 

It is noted however that now buoyancy generation is included (in 

P) in the turbulence energy equation. There is strictly a corre­
sponding buoyancy term in the t equation, but it appears its effect 
should be negligible (see Lumley [3]) provided the fine-scale mo­
tion remains isotropic. The quantity i>t is to be thought of as a sca­
lar diffusion coefficient whose magnitude is determined as de­
scribed in the following. As proposed in [9], the coefficients <r„ c,i, 
and c,2 take the values 1.3, 1.45, and 1.90. 

3 E x p r e s s i o n s for Hor izonta l F l o w s 
We now limit further attention to predominantly horizontal thin 

shear flows remote from walls.3 By convention, the stream-wise di­
rection is x\ and %3 is vertically upward. Equations (8) and (13) 
then yield the following formulas for the relevant stress and heat-
flux components: 

k I aUi ag—— 
—U\Us = - <p \U3" U\L 

e l axs T 

R, 

k 3 \ 

- u i T 

/ 3 t 1 - Rf 

h aT 
(pT-UiU-i 1" I 

e ax 3 

k aUt 
'T-U3T—-

e ax3 

- u s r •• -ut 
ax3 

k2ag-~- aT 
'TC'T — — U3T' — 

62 T 8X3 

(21) 

(22) 

(23) 

(24) 

A verbal definition of the flux Richardson number has been given 
in the foregoing; in symbolic form it may be written: 

T 

uiu3aUi/ax3 

The flux u3T' is obtained directly from equation (24) as: 

~kW aT 
-U3T'^y— 

« ax3 

with 

Y = 07*[1 + </>'TC'TB] 1 

__ «g k2 aT 

(25) 

(26) 

(27) 

(28) 

A parallel expression for uiu3 is obtained by combining equations 
(21), (23), and (24): 

-U1U3 •• 
ku3

2 aU1 

e ax 3 

where: 

0 = 
1 + 0 ( 0 T + <t>'T/<rt)B 

(29) 

(30) 

and at is the turbulent Prandtl number, fi/y, which may be found 
by dividing equation (30) by (27): 

1 + 4>'T(C'T • p)B 

1 + <t>4>TB 
(3D 

an) is the limiting value, I/>/(/>T of at as B tends to zero, i.e., in non-
stratified flow. An expression for the "turbulent viscosity," vt, may 
now be obtained by combining equations (22) and (30) with the 
definition implied in equation (29): 

2 2 Rf 
- < / > ( l - P A . 0 ) - - P A 0 2 '— 

kuf 3 3 1 - R f fe2 

„t = ^—i- = '-— (32) 
t 1 + 4>(<I>T+ 4>'Tlat)B <E 

;1 The presence of a nearby wall produces changes in the neighboring fluc­
tuating pressure field that were not accounted for in equations (1) and (2). 
Further discussion of the effect is provided in reference [6]. 
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Finally, the transport equations (19) and (20), for k and «, re­
duce to the following parabolic forms: 

Dk a iVt ak \ /sUi\2 , „ , 

-De a ivi 0e \ c /dUi\2 

— = / i + C ( 1 „ / 1 _ 
Dt ax a \o-e S13/ « \ s i 3 / 

These equations together with the auxiliary equations (31) and 
(32) provide a closed set for determining the shear stress and heat 
flux in buoyant flows. Equations (33) and (34) are solved simulta­
neously with the mean-flow momentum and energy equations: 

• c « 2 -

(33) 

(34) 

DUi 

Dt 

a 

ax 3 

D T 

Dt 

\ ax3 I p 

_ a ivt aT\ 

3x3 \(j( ax3' 

1 ap 

ax 3 
(35) 

(36) 

This set of four transport equations has been solved by means of 
the Patankar-Spalding [13] procedure using a CDC 6600 comput­
er. Twenty-two cross-stream nodes were used with a forward step 
of approximately 2 percent of the shear-layer width; computing 
times were typically 60 s per run. 

To begin computations, what we judged to be plausible initial 
profiles of velocity, temperature, k and e were prescribed; at the 
edges of the shear flow a quiescent free stream was assumed. Only 
for the plane wake did the initial conditions have a significant ef­
fect in the region of interest; these are discussed in more detail in 
the following when the results for this flow are considered. 

4 Comparison With E x p e r i m e n t a l D a t a 
Before considering buoyant flows we examine briefly how well 

the model performs for neutral conditions. The plane jet in stag­
nant surroundings and the plane mixing layer (with or without a 
stationary stream) provide important examples of self preserving 
free shear flows. Table 1 summarizes the predicted and measured 
rates of spread for the jet and for two types of mixing layer. It is 
seen that the predicted behavior accords satisfactorily with the 
consensus of measured values. The predicted mean temperature 
and velocity profiles for the plane jet are compared with the exper­
imental data [14] in Fig. 1. A similar measure of agreement was 
also obtained for the mixing layer. 

A feature of the present model is the appearance of the produc-
tion.'dissipation ratio as a parameter in the transport coefficients. 
On putting the Richardson number to zero and inserting the ap-

u 
O S 

O x /D-35 
A x / D - 4 5 
• x / D - 5 5 

PREDICTIONS 

Fig. 1 Mean velocity and temperature profiles in a self-preserving plane 
jet in stagnant surroundings; data from [14] 

propriate numerical values for the coefficients, equations (31) and 
(32) become: 

0.36+ 0.165 PA k2 

(1.2 + P A ) 2 ' 6 

0.225 (5.4 + PA) 

(37) 

(38) 
(1.2 + PA) 

This dependence on PA contrasts with the conventional k ~ e 
model reviewed in [9] which takes the transport coefficients as di­
rectly proportional to k2/e. Rodi [10] (see also [8]) seems to have 
been the first to recognize the importance of PA in determining 
the level of effective viscosity in free shear flows. His empirical 
correlation of i>tat/k2 (normalized by its value at PA = 1) is shown 
in Fig. 2. It exhibits the same trends as equation (37) above though 
it possesses rather greater sensitivity to the level of PA for values 
of this parameter less than about 0.7. To our knowledge, the 
present work provides the first proposals for the dependence of the 
turbulent Prandtl number on PA. It is extremely difficult to mea­
sure reliable local values of this parameter because of the large 
amount of data processing involved. Nevertheless, Watt's [15] mix­
ing-layer data do imply a rise in ota toward the edges of the layer 
(as PA falls to zero) of about the same-magnitude as equation (38) 

Table 1 

Flow 

Plane jet 

Plane mixing layer 

velocity ratio 0 

velocity ratio 0.51 

Growth 
rate 

d b u 

dx 

dbx 

dx 

d b u 

dx 

dbu 

dx 

dbx 

dx 

Calculated 

0.112 

0.138 

0.147 

0.044 

0.047 

Data Data Sources 

0.096, 0 .120, 0.096 

0 .137, 0 .170, 0 .141 

0.130, 0 .150, 0 .160, 
0.20, 0 .165 

0.046 

0.051 

Data from sources quoted 
by Jenkins and Gold-
schmidt [ 1 4 ] 

Data from sources quo ted 
by Rodi [ 1 0 ] 

Watt [ 15 ] 

Growth rates of velocity and thermal fields of self-preserving, free, shear flows. 
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ROD I I I O ] 

PRESENT WORK 

CONVENTIONAL k ~ e 
VISCOSITY MODEL [9 ] 

Fig. 2 Dependence of turbulent viscosity coefficient on P/t, equation 
(37) 

suggests. It also appears that in conformity with equation (38), the 
average level of turbulent Prandtl number in a wake is somewhat 
higher than in a jet (the average level of Pit being about 0.85 in the 
former and about 1.05 in the latter). 

The computed behavior of extensive nonequilibrium free shear 
flows (jets in a moving stream, large velocity-deficit wakes, etc.) 
has been reported in the Proceedings of the Langley Free Shear 
Flow Conference. The most successful of the six models reported 
in [8] for predicting these flows was a version of the k ~ t viscosity 
model which used Rodi's [10] correlation for the dependence of the 
viscosity coefficient on Ph. Because the present model implies a 
dependence on this parameter very similar to Rodi's over the range 
of Pie encountered in these flows we may expect that very similar 
predictions would result from the present closure. As an example 
of a nonequilibrium flow, predictions are provided in Pigs. 3-4 of 
the development of the wake behind a heated flat plate. The mea­
sured behavior is that reported by Kovasznay and Ali [16] though 
a more extensive investigation of the velocity field (with the plate 
unheated) is available in Chevray'and Kovasznay [17]. Here the 
initial conditions leave an effect on the flow development through­
out the region of interest. The predictions adopted initial profiles 
for velocity and k from [17] (assuming for the latter that the later­
al fluctuations—which were not measured—equalled the mean of 
the stream wise and transverse components). The value of t was set 
equal to the local value of 0.3 kdUi/sxs in the absence of more pre-

Fig. 4 Mean velocity and temperature profiles in a plane turbulent wake; 
data from [16] 

cise information and the normalized mean temperature and veloci­
ty profiles were assumed to be coincident. 

Fig. 3 shows the calculated development of the wake compared 
with the measurements reported in [16, 17]. The width of the heat­
ed wake [16] grew less rapidly than that of the isothermal flow and 
both are overpredicted slightly by the present calculations. The 
agreement between measured and calculated values of the mini­
mum mean velocity and the shape factor appears to be satisfacto­
ry. The asymmetrical profiles of turbulence quantities plotted in 
[16] suggest that buoyancy effects may not be wholly negligible in 
this flow. At the station where the bulk of the profile measure­
ments were made, 150 momentum thicknesses from the trailing 
edge of the heated plate, the average Richardson number defined 
by: 

Rii 
agAT 

TAUJ^) 
\dXt,/ n 

(39) 

Fig. 3 Development of a plane turbulent wake 

had a value of approximately 0.035. The mean velocity profile at 
this station, shown in Fig. 4, is unaffected by buoyant interactions 
and the mean temperature profile only very slightly so. The com­
puted profiles show the result of including the gravitational terms 
in the equations compared with calculations which took the wake 
centerline as an axis of symmetry and neglected these terms. On 
the stably stratified side of the flow (rj < 0) the difference is insig­
nificant and it is slight for i) > 0. 

By contrast, the measured profiles of turbulent heat flux and 
shear stress exhibit considerable asymmetry which is quite well 
predicted by the present model, as is shown in Fig. 5. The results 
suggest that the turbulence structure is significantly influenced by 
buoyancy interactions although the mean-flow quantities remain 
unaffected. The evidence of Fig. 5 is that the model tends to un­
derestimate these effects although the agreement is considered to 
be surprisingly good. 

Turning now to flows in which buoyancy plays a more dominant 
role, Fig. 6 shows the variation with Pit of the critical flux Rich­
ardson number, i.e., the value of R/ at which the transport coeffi­
cients collapse to zero. R/Crit is approximately 0.3 when Pit is unity 
and rises to unity as Pit tends to zero, though it is probably unwise 
to place much reliance on these values for values of Pit below 
about 0.5. If R/crit is multiplied by Pit the resultant parameter (de­
noted in Fig. 6 as R*crit) is rather less sensitive to variations in tur­
bulence generation rates. Thus, one can more usefully speak of a 
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Fig. 5 Profiles of turbulent shear stress and heat (lux in a plane heated 
wake: x,/52 = 150; Ri, = 0.035 (data from [16]) 

Fig. 6 Dependence of critical Richardson number on P/t R*orll = Rfcril 
P/t 

critical value of R* rather than R/. The behavior shown in Fig. 6 is 
consistent with Webster's [18] measurements in a horizontal shear 
flow where the velocity and temperature increases linearly with 
height. In that flow P/t appeared to be about 0.7 and the reported 
value of R/crit was 0.35. We shall see later that the results are also 
consistent with Ellison and Turner's [19] measurements of en-
trainment rates in surface jets. A number of other workers have re-

Fig. 7 Calculated development of mean velocity profiles in a plane sur­
face jet 

ported measured values of R/crit between 0.07 and 0.2. In almost 
every case, however, these results relate to experiments in wall-af­
fected turbulence. As we have noted in the foregoing, the presence 
of a horizontal wall tends to diminish vertical fluctuations and 
hence the critical Richardson number in such flows is smaller than 
in a truly free shear flow. 

Figs. 7 and 8 show the development of the mean velocity profiles 
in a plane two-dimensional surface jet and in a buoyant plane mix­
ing layer. In each case the initial behavior is the same as in a non-
buoyant jet with a linear rate of increase in shear layer width with 
distance. There is however significant departure from this non-
buoyant growth pattern by the time the average Richardson num­
ber at any section, Rii, has built up to about 0.1. With further 
progress downstream the shear flows then approach what seems to 
be an asymptotic thickness with the turbulence gradually dying 
away. Well-documented measurements of mean velocity profiles of 
either flow do not seem to be available for comparison with predic­
tions. 

Fig. 9 shows the effect of buoyancy on the rate of entrainment of 
nonturbulent fluid into the plane surface jet. The comparison is 
made with Ellison and Turner's data [19] which have been used as 
empirical input to several integral-profile calculations of buoyant 
flow [20]. The functions plotted are those devised by Ellison and 
Turner. Ri2 is an overall Richardson number based on a character­
istic layer width and velocity obtained by cross-stream integration 
of the mean velocity and temperature profiles. The function 
E(Ri)2 represents the entrainment rate divided by the characteris­
tic velocity. 

Predicted entrainment rates in neutral flow, EQ, are 0.078 and 
0.11 for the surface jet and for the mixing layer with velocity ratio 
of 2.1:1, respectively; the former agrees well with the measured 

Fig. 8 Calculated development of mean velocity profiles in a plane mixing 
layer 
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value of 0.075 quoted by Ellison and Turner. Predictions of E/Eo 
versus Ri2, plotted in Fig. 9, are in excellent agreement with the 
Ellison and Turner experiments considering the scatter in the 
data. There appears to be no meaningful counterpart of Ri2 for the 
plane mixing layer. If, however, Ri r had been used instead, the pre­
dicteLI entrainment decay for the mixing layer would have dis­
played nearly the same form as for the surface jet. This perhaps 
helps to explain why workers who have used the Ellison-Turner 
data as an empirical input to momentum-integral procedures have 
achieved tolerable success at predicting flows other than those 
from which the correlation was obtained. 

5 Concluding Remarks 
The present proposals extend the range of applicability of the 

k-, effective-viscosity model [9] by taking into account the depen­
dence of the turbulent transport coefficients on the PI, ratio. Al­
though special attention has been given to buoyancy-affected tur­
bulence the empirical coefficients appearing in the model have 
been deduced from non buoyant flow data. 

Predictions for horizontal, thin, buoyant, shear flows exhibit 
qualitatively the correct behavior of turbulence collapse at a criti­
cal Richardson number although few definitive experimental data 
are available with which to make a searching comparison. How­
ever, the closeness with which the model predicts the "entrain­
ment law" of Ellison and Turner [19], and the asymmetry of heat 
and momentum fluxes in the slightly-buoyant wake [16], is highly 
encouraging. The predicted dependence of the turbulent Prandtl 

Journal of Heat Transfer 

number of PI, also seems to be reasonably in accordance with what 
the available experimental data suggest. 

It should perhaps be re-emphasized that the current proposals 
relate only to free shear flows. They should be reasonably success­
ful in predicting buoyant influences for flows such as a jet dis­
charged into a lake but they will almost certainly underestimate 
buoyant effect in the atmosphel'ic boundary layer or in strongly 
heated flow in ducts. 
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Convective Instability in a Malt 
Layer Heated From Below 
Consideration is given to the onset of convective motions in a horizontal melt layer 
created by solid-to-Uquid phase change. The melt layer is heated at its lower bounding 
surface either due to convective transfer from an adjacent fluid medium or to a step 
change in wall temperature. The analysis is carried out for liquid melts whose densities 
decrease with increasing temperature. Linear stability theory is employed to determine 
the conditions marking the onset of motion. The results of the analysis are expressed in 
terms of two Rayleigh numbers. One of these, the internal Rayleigh number, is based on 
the instantaneous thickness and instantaneous temperature difference across the layer. 
The other, the external Rayleigh number, is more convenient to use in applications prob­
lems since it contains quantities which are constant and a priori prescribable. For a 
melting problem where the external Rayleigh number is large, instability occurs soon 
after the start of heating. At smaller external Rayleigh numbers, the duration time of 
the regime of no motion increases markedly. At large times, the stability results for con­
vective heating coincide with those for stepped wall temperature. In addition to the re­
sults for the stability problem, results for conduction phase change (in the absence of 
motion) are also presented for the surface convection boundary condition. 

Introduction 

This paper is concerned with the conditions marking the onset 
of convective motions in a horizontal, liquid melt layer. The melt 
layer is created when a solid, initially, at its saturation tempera­
ture, is heated from below. As the heating continues, more and 
more solid is transformed into liquid, so that the thickness of the 
melt layer increases with time. Owing to the fact that the hottest, 
least-dense liquid is situated adjacent to the heating surface and 
the coolest, most-dense liquid is next to the solid-liquid interface, 
the state of rest which initially prevails in the melt layer is prone 
to instability. The determination of the conditions marking the 
onset of instability is a problem of linear stability theory. 

Evidently, the variation of density with height plays a key role 
in the instability phenomenon. In turn, the density variation is 
closely related to the temperature distribution. In melt layers, the 

1 On leave from the University of Maine, Orono, Me. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 15,1975. Paper No. 76-HT-BB. 

rest-state temperature distribution is not a straight line as in con­
ventional liquid or gas layers that are heated from below. Rather, 
the temperature distribution is nonlinear, and it changes with time 
as the thickness of the melt layer increases. Furthermore, the tem­
perature distribution is influenced by the manner in which heat is 
added at the lower bounding surface and by the relative impor­
tance of the heat sinks associated with phase change (latent heat) 
and liquid-phase energy storage. 

The determination of the instability characteristics was carried 
out for two types of heat addition. In one case, the temperature of 
the lower bounding wall is increased in a stepwise manner and 
maintained constant thereafter. The conduction phase change 
problem for this heating condition is the well-known Stefan prob­
lem, a description of which is available in various text books. The 
Stefan problem yields a closed-form solution for the temperature 
distribution in terms of the error function. 

For the other case, the heating is initiated when the lower 
bounding wall is exposed to a fluid whose temperature and heat 
transfer coefficient are spatially and temporally uniform. The cor­
responding conduction phase change problem does not yield an 
exact solution, and a variety of approximate solution methods have 
been employed in the literature. These include, for example, poly­
nomial approximations for the temperature distribution, with the 
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coefficients of the polynomial determined either by an overall en­
ergy balance [l]2 or by collocation [2]. Solutions of this type do not 
provide input information of sufficient accuracy for the stability 
problem, especially in that temperature gradients are needed rath­
er than the temperature distribution itself. Finite-difference solu­
tions, limited to relatively thin melt layers, have been carried out 
[3] and, for these, only the time history of the position of the solid-
liquid interface is reported. In order to approach the stability 
problem, it is necessary to obtain the heightwise distribution of the 
temperature gradient for the relevant range of the governing pa­
rameters. This has been accomplished here via a fully implicit dif­
ference scheme.3 

The stability problem is formulated using an approach similar to 
that for the classical Benard problem and its variants. Small dis­
turbances are superposed on the rest-state temperature and veloci­
ty fields, and the conditions are determined under which these dis­
turbances do not decay and, thereby, terminate the existence of 
the rest state. The dimensionless group which serves to character­
ize the onset of instability is the Rayleigh number. The critical 
value of the Rayleigh number (i.e., the value at instability) de­
pends upon the parameters of the problem. These include the Ste­
fan number (ratio of heat capacity to latent heat) and, for the case 
of convective heating, the Biot number. 

The present problem differs from other convective instability 
problems in that there are two distinctly different Rayleigh num­
bers that can be used to characterize the results. These may, re­
spectively, be termed the internal Rayleigh number and the exter­
nal Rayleigh number. The internal Rayleigh number contains the 
thickness of the melt layer and the temperature difference be­
tween the lower bounding wall and the solid-liquid interface; that 
is, it contain quantities which directly characterize the geometric 
and thermal state of the layer. This Rayleigh number is useful as a 
means for comparing the present results with those for other con­
vective instability problems. 

From the standpoint of application, the internal Rayleigh num­
ber is inconvenient to use in that the melt layer thickness is not an 
a priori prescribable quantity and is, in fact, a function of time. 
Furthermore, in the case of convective heating, the temperature of 
the lower bounding wall is also time dependent and not prescriba­
ble. In view of these considerations, it is appropriate to define and 
evaluate another Rayleigh number, the external Rayleigh number, 
which contains quantities that are a priori prescribable. The spe-

8(1) JU. 

2 Numbers in brackets designate References at end of paper. 
3 This is in contrast to [3], where a Crank-Nicolson scheme was employed. 

In addition, the interface energy balance was differently implemented. 

Fig. 1 Schematic diagram of the physical problem 

cific makeup of the external Rayleigh number will be discussed 
later. 

It may be noted that the Biot number, which enters the analysis 
in the case of convective heating, contains the melt layer thickness 
as its length dimension. Therefore, as is the case with the internal 
Rayleigh number, the Biot number is not a convenient parameter 
for use in applications. 

A n a l y s i s 
The physical situation to be analyzed here is depicted schemati­

cally in Fig. 1. A solid of sufficient lateral extent to preclude edge 
effects is initially at its saturation temperature Tsat. At time t = 0, 
heating is initiated at the lower bounding surface (2 = 0), either as 
a step increase in the wall temperature to a value Tw or as a con­
vective heat transfer from an adjacent fluid with temperature T„ 
and transfer coefficient h. Subsequent to t = 0, Tw is constant and 
spatially uniform in the former case, whereas in the latter, T„ and 
h are constant and spatially uniform but the wall temperature 
varies with time. As a result of the heating, a melt layer is formed 
as solid is transformed into liquid. 

If density changes associated with the solid-liquid phase change 
are neglected, as is standard practice in conduction phase change 
analyses, there are no fluid motions within the melt layer until the 
onset of natural convection. In particular, although the solid-liquid 
interface moves as more and more solid is transformed into liquid, 
the adjacent liquid is stationary. In the rest state, heat is trans­
ferred across the melt layer to the interface by conduction alone. 
The rest-state temperature distribution Trs is a function of 2 and t, 
and the layer thickness & varies with time. 

To investigate the conditions under which the rest state is un­
stable, small disturbances are superposed on the rest-state temper­
ature, velocity, and pressure fields. In general, the disturbances 
will depend on all three coordinates and time, so that the resultant 
quantities (rest state plus disturbance) will have a similar depen­
dence. Therefore, 

T(x, y, z, t) = Trs(z, t) + T*(x, y, 2, t), 

- N o m e n c l a t u r e -

a = wave number of disturbance 
Bi = Biot number, hS/k 
c = specific heat 
Fo = Fourier number, at/(k/h)2 for con­

vection, at/L2 for stepped Tw 

F, G = disturbance amplitudes, equation 
(7) 

g = acceleration of gravity 
h = heat transfer coefficient 
hsi = latent heat for solid-liquid phase 

change 
k = thermal conductivity 
L = arbitrary length 
p = static pressure 
Rae = external Rayleigh number, 

gP(T„ — TseLt)(k/h)s/av for convection, 
g/3(Tw - Tmt)Ls/a„ for stepped Tw 

Ra; = internal Rayleigh number, 
g/3(Tw - TSCLt)S

s/a„ 
Stem = Stefan number, c(Tw — TSSLt)/hse 
Ste<* = Stefan number, c(T„ — Tsa,t)lhse 
T = temperature 
Tsat = saturation temperature 
Tw = temperature of lower wall 
T„ = temperature of heating medium 
t = time 

u, u, w = velocity components 
X, Y, Z = dimensionless coordinates, x/S, 

y/S, z/f> 
x, y = coordinates in horizontal plane 
2 = vertical coordinate 
a - thermal diffusivity 

/3 = thermal expansion coefficient 
b = thickness of melt layer 
f = dimensionless coordinate, hz/k 
0 = dimensionless temperature, 

(T - T s a t)/(T„ - Tsat) 
/x = viscosity 
v = kinematic viscosity 
p = density 
Q = function of Ste,„, equation (17) 

Subscript 

rs «= rest state 

Superscript 

* = disturbance quantity 
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p(x, y, z, t) = pra(z, t) + p*(x, y, z, t), u = u*(x, y, z, t), 

v = v*(x, y, z, t), w = w*(x,y,z,t) (1) 

The Disturbance Equations. As a starting point for the anal­
ysis, the Navier-Stokes equations are written for all three coordi­
nate directions. Constant fluid properties are assumed, except for 
the density which appears in the body force. For the z- (i.e., verti­
cal) direction, with quadratic disturbance terms neglected 

, p(aw*/at) = -(ap/az) - pg + p.v2w* (2) 

If p is replaced by (prs + p*) from equation (1) and note is taken 
of the fact that (aprs/az) =—prsg, then with the Boussinesq equa­
tion of state 

-ap/az - pg + ap*/az = g(prs - p)= g(}p (T - Trs) = g0pT* (3) 

which may be substituted back into equation (2). Next, after the x-
and y- momentum equations are, respectively, differentiated with 
respect to a/ax and a/ay, they are added and the resulting equation 
is combined with the z -momentum equation, which gives 

(a/at - !/V2) V2UJ* = g(3vxy
2T* (4) 

where vxy
2 = (a2/ax2 + a2/ay2). 

The energy equation is then written, and it is noted that the 
rest-state temperature distribution obeys aTrs/at = a(a2Trs/ az2) 
and that quantities such as u*(aT*/ax), etc., are quadratically 
small. Therefore, 

(a/at - «v 2 )T* = - w*(aTrs/az) (5) 

The elimination of T* from equations (4) and (5) gives rise to 

(a/at - av2)(a/at - vv2)v2w* = -g/3(aTrs/az)vxy
2w* (6) 

which contains the disturbance Velocity w* as the only unknown. 
The rest-state temperature gradient aTrs/az, which appears in 
equation (6), is not independent of z as is the case in the classical 
Benard problem. 

In accordance with linear stability theory, the w* and T* distur­
bances are written as [4] 

w* = F(z)G(x, y)e"t, T* = H(z)G(x, y)e"t (7) 

In order that these functional forms be compatible with the energy 
equation (5), it is necessary that 

vxy
2G/G = constant (8) 

where the constant has to be negative to yield a disturbance field 
that is periodic in the x, y plane. 

Next, dimensionless coordinates are introduced such that X, Y, 
Z are defined as x/b, y/b, and z/b and the dimensionless constant 
appearing on the right-hand side of equation (8) is denoted by 
—a2. Then, w* from (7) is introduced intopthe disturbance equa­
tion (6), and (8) is employed to simplify the manipulations. Fur­
thermore, since the threshold of instability is being sought, a is set 
equal to zero [4]. The end result of these operations is 

FV1 - 3a2Flv + 3a 4 F" - a6F - a2Rai\Trll'/(Tw - Taat)}F = 0 (9) 

where the primes denote derivatives with respect to Z, and Ra; is 
the internal Rayleigh number defined as 

Ra; = g0(Tw - TSBLt)b
3/a, (10) 

The thickness b of the melt layer, which appears in Ra;, can be 
found by solving the conduction phase change problem, but it is 
not an a priori prescribable quantity. The same is true for (Tw — 
Tsat) in the case of the convective boundary condition. 

The rest-state input grouping [Trs'/(TW — Tsat)\ depends on Z. 
As will be demonstrated shortly, it does not depend explicitly on 
time for the case of the step-change wall temperature boundary 
condition (Stefan problem). On the other hand, it is time depen­
dent for the convective boundary condition and, in this case, equa­

tion (9) is solved repeatedly at a succession of times. 
The boundary conditions will now be discussed. Both the lower 

bounding wall and the solid-liquid interface do not admit velocity 
slip, so that u* = v* = 0or au*/aX = au*/aY = 0. From the equa­
tion of continuity, it then follows that aw*/aZ = 0. The lower wall 
is impermeable, so that w* = 0. Furthermore, w* = 0 at the solid-
liquid interface when density differences due to phase change are 
neglected. This is because the moving interface is only a demarca­
tion between phases and is not attached to material particles. In 
terms of the variables of the analysis, the velocity boundary condi­
tions are 

F = F' = 0 a t Z = 0 a n d Z = 1 (11) 

With respect to the temperature boundary conditions, it may be 
noted that T = Trs = T'sat at the solid-liquid interface, so that T* 
— 0. When the lower bounding surface is held at a constant tem­
perature T,„, then T = Trs = Tw and, again, T* = 0. For the case of 
convection at the lower bounding surface 

-k(aT/az) = h(T~ - Tw), -k(aTrs/az) = h(T„ - T„,rs) (12) 

Upon substitution of T = (Trs + T*), there is obtained 

k(aT*/az) = hT* (13) 

The transformation of the boundary conditions on T* to equiva­
lent boundary conditions on w* is accomplished by employing 
equation (4) (with a/at deleted since only the <J = 0 case is being 
considered). For fixed surface temperature, the outcome of the 
transformation is 

F1V - 2a2F" + a*F = 0 (14) 

whereas for convection at the lower bounding surface 

Fv - 2a2F'" + a4F' = (hb/k)(F™ - 2a2F" + a4F) (15) 

The quantity hb/k is a Biot number. It contains the layer thickness 
b which is a function of time. For the stability calculations, the 
Biot number will be treated as a prescribable parameter. Later, in 
the presentation of results, the b versus t relationship will be em­
ployed to recast the results in terms of quantities that are truly 
prescribable. 

Solutions for the Rest-State Problem. As was demonstrated 
in the prior section, information on the distribution of aTrs/aZ is a 
necessary prerequisite for the solution of the stability problem. 

' This information can be obtained from the solutions of the rele­
vant conduction phase change problems. For the case of a step 
jump in the temperature of the lower bounding surface (the Stefan 
problem), the solution is available in various texts and may be 
stated as 

T„ - T s a t = (Tw - T s a t) | l - (erffl2)/erffi) (16) 

where Q is a constant whose magnitude, which depends on the Ste­
fan number, is obtained from the following transcendental equa­
tion 

fi(erfQ)efl2 = S t e „ / v ^ (17) 

with the Stefan number defined as 

Ste„ = c(Tw - Tsai)/h5t (18) 

The solution also gives the thickness versus time relatjon 

5 = 2Hv^t (19) 

The input information needed for the stability problem is readi­
ly derived from equation (16) as 

Trs'l(Tw - Tsat) = - ( 2 n / ^ e r f n ) e - J ! 2 z 2 (20) 

The right-hand side of equation (20) is independent of time. It de­
pends parametrically on the Stefan number. For sufficiently small 
values of the Stefan number, it is easily shown from equation (17) 
that Q2 ~ Ste„. Therefore, according to (20), Trs' is nearly inde-
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Fig. 2 Grid layout for the finite difference solution of the conduction 
phase change problem for the case of convective heating 

pendent of Z for small Ste„,, so that the rest-state temperature dis­
tribution is very nearly a straight line. 

For the case of convective heating at the lower bounding surface, 
an exact closed form solution of the conduction phase change 
problem cannot be obtained. The need to obtain highly accurate 
values of the temperature gradient aTrs/aZ precludes the use of 
approximate analytical solutions. On the other hand, a numerical 
method, when properly employed, can yield results possessing the 
desired accuracy. 

In considering various finite-difference formulations, cognizance 
must be taken of the fact that the size of the melt layer is contin­
uously changing. One way of coping with this is to superpose a fi­
nite difference grid (i.e., lines of z = constant) on the melt layer 
and on the adjacent solid and then to require that the moving in­
terface coincide with a grid line at the end of each time interval. 
This can be accomplished by regarding each successive time inter­
val as an unknown, with its value being found to bring about the 
desired coincidence. An implicit finite-difference formulation can 
be used effectively to implement this procedure. 

The grid layout is depicted in the left-hand diagram of Fig. 2. 
The horizontal lines denoted by 1, 2, . . . , j represent the succes­
sive positions of the interface at times t i (= 0), £2, • • • , tj. These 
lines also represent the finite-difference grid and are spaced a dis­
tance Az apart. At any node n, excluding 1, (j — 1), and j , the stan­
dard implicit formulation gives 

k{Tn-xi - Tj)/Az + k(Tn+li - TnJ)/Az 

= pcAz(TnJ-TnJ-1)/Atj (21) 

where the superscripts denote the time and At/ = (tj — tj-i). For 
node 1, one has 

h(T„ - TV) + HTj - 7Y)/Az 

pc(Az/2)C7V -TiJ-^/Atj (22) 

The more interesting difference equations are those at nodes (j 
— 1) and j . Consider the enlarged control volume shown at the 
right of Fig. 2. Heat that is conducted across the boundary ah dur­
ing the time interval At, increases the temperature of the mass 
within abcfgh from T / _ j - 1 to Tj-\' and changes the phase of the 
mass within bcdefg. Therefore, 

k(Tj-J - Ty-rO/Az = hsepAz/Atj 

+ pcAz(Tj-ii - Tj-i'-^/Atj (23) 

At node j , the boundary condition 

hatp(a&ht) = -k(aT/az) (24) 

is discretized as 

hslPAz/Atj = -k(TBEt- T/-1-0/AZ (25) 

If the temperatures at time tj-i are regarded as known, the fore­
going difference equations contain (/' — 1) unknown temperatures 
corresponding to time tj. In addition, the time interval At; is un­
known. To solve for the unknowns, a trial value of At/ is selected, 

and the (j — 1) linear algebraic equations for nodes 1 through (j — 
1) are solved for the temperatures. Then, a new value of At/ is ob­
tained from equation (25). This procedure is continued until con­
vergence is attained. For the present calculations, convergence was 
defined by a fractional change of 10 - 7 in At/ between successive it­
erations. 

To minimize the number of parameters in the numerical calcula­
tions, dimensionless variables were employed as follows 

f = hz/k, 6=(T- T s a t)/(T„ - Tmt) (26) 

With these, only the Stefan number, Ste-, remains as a parameter 
where 

Ste„ ; c(T„ - TBBt)/hst (27) 

In addition, it was found that the computations were facilitated 
when the latent heat term was eliminated from equation (23) with 
the aid of equation (25). 

Once the temperature distributions were obtained, the desired z 
derivatives, in the form a8/a£, were evaluated by the use of cubic 
splines [5]. These derivatives were converted into input values for 
the stability problem by the transformation 

1 rs l(Tm - T8at) = (o6la!)(hblk)/6(0) (28) 

in which 8(0) represents (Tw - TM t) /(T„ - T sa t). 
Solution of the Stability Problem. Now that the input infor­

mation required by the stability problem has been established, at­
tention may be turned to its solution. It may be noted that the 
governing equation (9) for the disturbance amplitude is homoge­
neous. In addition, all of the boundary conditions (11), (14), and 
(15) are also homogeneous. Therefore, the solution of the system 
consisting of equations (9), (11), (14), and (for surface convection) 
(15) involves an eigenvalue problem. The eigenvalue problems for 
the cases of stepped wall temperature and of convective heating 
are slightly different, and they will be discussed successively. 

For the step change in wall temperature, it is readily verified by 
examination of equations (9), (11), (14), and (20) that there are 
three parameters Ra;, q, and Ste„,. The approach adopted here is 
to select a value of Ste^ and seek the conditions marking the onset 
of instability by solving the eigenvalue problem involving Ra; and 
q. To deal with the eigenvalue problem, a value of q is chosen and 
the corresponding value of Ra; is determined as an eigenvalue of 
the system of equations. The method used to find the eigenvalue is 
conceptually identical to that of [6], but with certain differences in 
numerical procedure. Then, a second a value is chosen and the cor­
responding eigenvalue Ra; is determined. 

Additional a values are assigned and each yields an Ra;. If a list­
ing or a graph of Ra; versus a is examined, it is seen that there is a 
minimum value of Ra;. This Ra; is the critical value of the Ray-
leigh number marking the onset of convection at the given Stefan 
number. Then, a new Stefan number is assigned and the procedure 
repeated. 

In the case of surface convection, the eigenvalue problem in­
volves equations (9), (11), (14), (15), and (28). These equations 
contain Bi (= hS/k) as an additional parameter besides those that 
were encountered in the equations for the step change in wall tem­
perature. For the solution of the eigenvalue problem, Ste- and Bi 
were assigned, and the critical Rayleigh number was determined 
from the minimum of the Ra; versus a relation. For each Ste„, Bi 
was varied parametrically. Owing to the presence of the Bi param­
eter, the stability computations for the convective heating case 
were much more extensive than those for the case of stepped wall 
temperature. 

R e s u l t s and D i s c u s s i o n 
Stability Results: Ra,-. The values of Ra; marking the onset of 

instability are presented in Fig. 3 as a function of the Biot number. 
The curves are parameterized by the Stefan number Ste„ over the 
range from 0.001 to 10, which encompasses present and foreseeable 
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Fig. 3 Results for the internal Rayleigh number marking the onset of in­
stability 

applications. The Stefan number of 0.001 represents the situation 
where the heat capacity of the melt layer, as measured by c(T„ — 
T sa t), is negligible compared with the latent heat hs{. Increasing 
values of the Stefan number correspond to relatively larger heat 
capacities. 

Inspection of the figure indicates that the critical Rayleigh num­
ber is significantly affected by the Biot number, but that the Ste­
fan number effect is small. For any given Stefan number, the criti­
cal Rayleigh number increases monotonically with the Biot 
number. The variation is most rapid in the midrange of Biot num­
bers but is slight at the extremes. The tendency toward increased 
stability with increasing Biot number is plausible because larger h 
values provide a tighter tie-in between Tw and T™, and the con­
stancy of the latter tends to constrain the disturbance amplitude 
of the former. 

The right margin of the figure contains line segments which rep­
resent the results for the stepped wall temperature. These seg­
ments are parameterized by Stem values of 0.001, 1, 10, and 5, re­
spectively, from top to bottom. It appears that the segments play 
the role of asymptotes for the results of the convective heating 
case. In this connection, it may be noted that Tw approaches T„ at 
large Biot numbers (as will be demonstrated later), so that Ste,„ 
and Ste*. approach each other. 

The Ste„ = 0.001 curve of Fig. 3 coincides with that for a layer 
of single phase fluid with convective heating from below and a con­
stant temperature at its upper bounding surface. Similarly, the up­
permost line segment in the right margin is coincident with the 
critical Rayleigh number for the classical Benard problem. The 
rest-state temperature profiles in these single phase problems is a 

straight line. 
Another interesting feature of the results of Fig. 3 is the crossing 

of the curves for Ste„ = 5 and 10. To facilitate the clear identifica­
tion of these curves, the latter has been plotted as a dashed line. 
The crossing of the curves indicates a nonmonotonic variation of 
the critical Rayleigh number with the Stefan number. This behav­
ior is examined in greater detail in Fig. 4. 

In this figure, the critical Rayleigh number is plotted as a func­
tion of Stem or Ste„, respectively, for the cases of stepped wall 
temperature and of convective heating with Bi = 1. In both cases, 
the critical Rayleigh number at first decreases, reaches a mini­
mum, and then increases. The value of the Stefan number at which 
the minimum occurs depends on the boundary conditions and on 
the value of Bi. This dependence is also reflected in Fig. 3 by the 
fact that the Ste™ = 10 curve lies below that for Ste™ = 5 for one 
range of Bi and above in another range. 

The occurrence of the aforementioned nonmonotonic behavior 
of Ra, with Ste can be made plausible by examining the tempera­
ture profiles of the rest state. Representative profiles for the case 
of stepped wall temperature are presented in Fig. 5. The figure 
shows that the profiles depart more and more from a straight line 
as the Stefan number increases. In particular, the slope becomes 
steeper near the lower bounding wall (smaller z/d) and more grad­
ual near the solid-liquid interface (larger z/5). It is known that the 
tendency toward instability is increased as the slope becomes 
steeper. On the other hand, the instability-prone portion of the 
layer becomes thinner as the region of gradual slope occupies a 
larger part of the overall thickness, and this tends to enhance sta­
bility. These two opposing tendencies are more and more in evi­
dence as Ste increases, and their conflict affords the possibility of 
an extremum. 

Fig. 5 also contains a set of curves to illustrate the sensitivity of 
the rest-state temperature profiles to the Biot number. Clearly, the 
profiles are quite insensitive. Therefore, the variation of the criti­
cal Rayleigh number with Biot number, as evidenced in Fig. 3, may 
be attributed to the convective boundary condition for the distur­
bance equation rather than to the rest-state temperature profile. 

Stability Results: Rae . Thus far, the stability results have 
been presented in terms of the internal Rayleigh number Ra;. 
However, as was noted earlier, it is not convenient to use Ra,- for 
applications since it contains quantities such as <5 and, for convec­
tive heating, (Tw — Tsat) which are not prescribable a priori. These 
quantities vary with time. For the same reason, the Biot number, 
which contains <5, is also not a convenient parameter. It is, there­
fore, appropriate to recast the stability results in terms of quan­
tities which are externally prescribable. 

For the case of convective heating, (k/h) and (T„ — Tsat) are, re­
spectively, a naturally occurring length scale and temperature dif-
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Fig. 4 Variation of the internal Rayleigh number with the Stefan number 
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Fig. 6 Results for the external Rayleigh number marking the onset of in­
stability 

ference. Both of these quantities are known a priori. With them, an 
external Rayleigh number Rae may be defined and then tied in 
with other quantities that have appeared in the analysis. 

Ra* = g/3(T„ - T^tXk/hWav = Ra;/Bi30(O) (29) 

For given values of Ste„ and Bi, the corresponding values of the 
critical Rayleigh number Ra; and of the dimensionless rest-state 
wall temperature 0(0) have already been determined, so that Rae 

can be evaluated from equation (29). Furthermore, the thickness 
versus time relationship was also obtained as one of the results of 
the rest-state solution. In dimensionless terms, this yields a rela­
tion between the Biot number and the Fourier number Fo, where 

Fo = atKk/hf (30) 

If the Fourier number is assigned, then there is a corresponding 
Biot number and, in addition, a corresponding critical Rayleigh 
number Ra„ via equation (29). 

In this way, a graph of Rae versus Fo can be constructed for 
parametric values of the Stefan number. If the value of Rae that 
characterizes an applications problem is evaluated from the known 
physical quantities g, /?, (T„ — Tsa t), k, h, a, and v, then the Fouri­
er number marking the onset of instability can be read from the 
graph. 

A graphical presentation of this type is made in Fig. 6. To 
achieve a more compact presentation, Ra,,1 '2^ is plotted on the or­
dinate in lieu of Rae, and SteFo is used as the abscissa variable 

10 100 1000 10000 

Sle^Fo 

Fig. 7 Melt layer thickness versus time for conduction phase change with 
convective heating 

rather than Fo. The results for convective heating are represented 
by solid lines that are parameterized by Stem. 

The figure shows that if a melting problem is characterized by a 
large value of Rae, instability occurs at a small value of the Fourier 
number. That is, the quiescent regime of no motion breaks down 
soon after the start of heating. For smaller values of Rae, the dura­
tion time of the quiescent regime increases markedly. If it is de­
sired to maintain the quiescent regime during the entire melting 
period, an upper limit on the Rayleigh number can be found such 
that instability will not occur for any smaller value of Rayleigh 
number. The determination of the limiting Rayleigh number will 
be discussed shortly. 

From the figure, it is seen that the use of SteFo is quite effective 
in minimizing the separate dependence of the stability results on 
the Stefan number. Had the results been plotted versus Fo alone, 
the curves for the various Stefan numbers would have been widely 
separated. 

The results for the stepped wall temperature case are also pre­
sented in Fig. 6 as dashed lines. These are straight lines whose 
equation is readily deduced from (10) and (19) as 

Rae
1 /2/4 = x(Ste,„Fo)-3 /4 (31) 

where x is a constant whose value depends only on Stem 

X = |Ra;(Ste„,)3/2/128Q3p/2 (32) 

There is not a naturally occurring characteristic length for the 
stepped wall temperature problem, and none is needed. This is be­
cause there is complete cancellation of the lengths that appear on 
the left- and right-hand sides of equation (31). Therefore, any 
length L may be selected provided that the same one is used in Rae 

and Fo. 
The stability results for the stepped wall temperature case show 

the same qualitative behavior as that for the convective heating 
case. That is, the lower the value of Rac that characterizes a melt­
ing problem, the longer is the duration time of the quiescent re­
gime prior to onset of instability. The fact that the dashed lines lie 
below the solid lines at small and intermediate values of SteFo is 
of no particular significance since Rae, Ste, and Fo have different 
definitions for the two cases. 

On the other hand, it is highly significant that the solid and 
dashed lines merge at the larger values of SteFo. Under these con­
ditions, Steoo ~ Ste„, (since T„ ~ Tw) and the lengths appearing in 
Ra c

1 / 2 and Fo~3/4 cancel, as was explained in connection with 
equation (31). The merging of the two sets of curves indicates that 
the stability characteristics of the two modes of heating become 
common for sufficiently large SteFo (~1000). Furthermore, it pro­
vides support for the validity of the analysis and the computation­
al procedure, inasmuch as many aspects of the treatment of the 
two cases are different. 

Layer Thickness and Surface Temperature Results. In this 
section, results obtained from the conduction phase-change solu­
tions (i.e., rest state solutions) for convective heating will be pre­
sented. This information is not now available in the literature ex­
cept for the thickness versus time results of [3, 7], which are limit­
ed to thin melt layers. Furthermore, the rest state results are use­
ful in interpreting the results of the stability analysis. 

In Fig. 7, the dimensionless thickness—time relation for the 
melt layer is plotted in terms of Bi versus Ste„ Fo, with Ste„ as the 
curve parameter. The thickness is seen to increase steadily with 
time. Only at relatively large times do the curves become straight 
lines that correspond to the b versus V7 dependence that charac­
terizes the stepped wall temperature case. The separate depen­
dence of the results on Ste is muted by the use of SteFo as the di­
mensionless time variable. 

The conditions under which^instability will not occur during the 
entire melting period can be found with the aid of Figs. 6 and 7. If 
5 is the final thickness of the melt layer, then hd/k can be evalu­
ated and the corresponding StecFo read from Fig. 7. With this as 
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Fig. 8 Variation of surface temperature with time for conduction phase 
change with convective heating 

input to Fig. 6, the value Rae given by the figure provides an upper 
bound such that stability is insured for all smaller values of Rae. 

The history of the temperature Tw at the lower bounding sur­
face of the melt layer is presented in Fig. 8. As can be seen in the 
figure, Tw is very much less than the temperature T„ of the fluid 
heating medium at small times. The wall temperature rises as time 
passes and, for sufficiently large times, it approaches T„. As a con­
sequence, Stem and Ste^, are nearly equal at large times. 

Conc lud ing R e m a r k s 
Linear stability theory has been applied to determine the condi­

tions marking the onset of convective motions in a melt layer that 
is heated from below. Heating conditions corresponding to a step 
change in wall temperature and to convection were considered. In 
connection with the latter case, it was necessary to solve the con­
duction phase change problem for the quiescent regime of no mo­
tion in order to obtain the distribution of the vertical temperature 
gradient. 

It was found that the critical Rayleigh number based on quan­
tities internal to the melt layer is significantly affected by the con­

vective boundary condition (i.e., by the value of the Biot number). 
At large Biot numbers, the results for the convective heating case 
appear to be asymptotic to those for the case of stepped wall tem­
perature. The effect of the Stefan number, although small, is inter­
esting in that there is a nonmonotonic variation of the Rayleigh 
number with the Stefan number. This is attributed to changes in 
the shape of the rest-state temperature distribution as the Stefan 
number is varied. 

To facilitate their use in applications problems, the stability re­
sults were recast in terms of parameters which are a priori prescri­
bable (i.e., external parameters). For a melting problem where the 
external Rayleigh number is large, instability occurs soon after the 
start of heating. At smaller external Rayleigh numbers, the dura­
tion time of the quiescent regime of no motion increases markedly. 
At large times, the stability results for convective heating and 
stepped wall temperature coincide. 

As a final remark, it may be noted that the stability analysis and 
results presented here are for liquid melts whose densities decrease 
with increasing temperature. Most liquids exhibit this type of be­
havior, with water being a notable exception. 
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Combined Radiation and 
Developing Laminar Free 
Convection Between Vertical Flat 
Plates With Asymmetric Heating 
A. numerical investigation of the interaction of radiation with developing laminar free 
convective heat transfer in vertical parallel plate channels with asymmetric heating is 
presented. A unique iterative-marching technique is developed to solve the resulting 
nonlinear partial differential field equations and the integrodifferential radiation con­
straint equations. The introduction of radiation leads to five dimensionless parameters 
(heat flux ratio, Rayleigh number, aspect ratio, emissivity, and radiation number) which 
affect wall temperature and heat transfer performance. Radiation to the inlet-exit and 
the cooler opposing entrance wall significantly alters the nonradiation results by reduc­
ing the maximum wall temperature by as much as 50 percent. The nonradiation fully de­
veloped flow solution often could not be obtained with radiation present. Under certain 
conditions the Nusselt number actually becomes negative indicating a large radiative 
loss to the exit and a subsequent heating of the wall by the high local fluid temperature. 
The numerical results are verified experimentally. 

I n t r o d u c t i o n 

Developing free convection channel flow for a viscous fluid such 
as air is well understood [1-3].x The interaction of radiation and 
convection has been investigated [4, 5] for forced flow with high 
surface temperatures (T > 2000° R). The radiation contribution is 
also important for low surface temperature if the fluid is flowing at 
reduced flow rates (free convection). The interaction of radiation 
and free convection does not seem to appear anywhere in the liter­
ature. The fluid under consideration, air, may be treated as a non-
absorbing gas for low temperatures (500-700° R) which is the 
range typically found for cooling electronic equipment. 

The present study concerns a theoretical and numerical investi-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OP MECHANICAL ENGINEERS and presented at the AIChE-
ASME Heat Transfer Conference, San Francisco, Calif., August 10-13,1975. 
Revised manuscript received by the Heat Transfer Division, November 21, 
1975. Paper No. 75-HT-19. 

gation of combined radiation free convection in air in a parallel 
plate vertical channel. The channel walls are uniformly heated but 
need not be at the same level (asymmetric heating). The walls may 
have a variable surface emissivity (gray surface) while the inlet and 
exit are treated as imaginary black surfaces at a uniform tempera­
ture. The channel walls are of low thermal conductivity to exclude 
the effects of axial conduction. 

G o v e r n i n g E q u a t i o n s 
The flow geometry for combined radiation-free convection is 

shown in Fig. 1. The channel walls are heated uniformly and as a 
result of heat transfer the local fluid temperature increases. The 
resultant change in density produces a buoyancy force causing the 
fluid to rise. The fluid entering the channel at a temperature T„ is 
assumed to have a uniform velocity Uo- Due to asymmetric heating 
the opposing wall is at a different temperature. For symmetric 
heating there exists radiation heat transfer to the cooler entrance 
wall of the opposing surface and to the inlet and exit. The degree 
of radiation is directly affected by the aspect ratio (spacing to flow 
length). For asymmetric heating there exists an additional radia­
tion transfer across the channel to the cooler surface. 
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The dimensionless field equations (conservation of mass, mo­
mentum, and energy) for laminar incompressible (except for the 
Boussinesq density variation in the buoyancy term) boundary 
layer flow [6] are: 

au au 
— + — = 0 
ax ay 

au au a2u dp 
u (- v— = — V i 

ax ay ey dx 
a8 a$ 1 a2S 

U h V — = 
ax ay Pr ay2 

(1) 

(2) 

(3) 

In addition, the integral continuity equation may be applied at the 
inlet and any downstream position. 

£ndy U0 (4) 

Specifying the heat flux on the cooler wall as qi and the hotter wall 
as qi a heat flux ratio may be defined: 

TR-- • 1 1 
<?i 

Q2^qi (5) 

The boundary conditions in dimensionless form using the geome­
try of Fig. 1 are: 

At the Inlet, (x = 0 and 0 < y < 1) 

u = u0 v = 0 0 = 0 p = 0 

At the Exit, (x = L and 0 < y < 1). Note: L = 1/Gr 

p = 0 

At Surface 2. (y = 0 and 0 < x < L) 

u=0 v=0 

(6a) 

(6fa) 

J o [ ei Lay ly= l J 
JVRADAV 

X-[l-raHx-x')2}-s/2radx' 

1 ~ £2 T 9B I 1 
= ru \+ iVftAD0y=O -

£2 L ayly=o J «2 L ay l 

At Surface 1. (y = 1 and 0 < x < L) 

ay\y=o 
(6c) 

FLOW CONFIGURATION 

SURFACE 
11] 

Fig. 1 

u = 0 u = 0 

rLii~e2[ aB\ "I 
1 + — -rH\ + 

Jo I £2 L ay\y=o J ay\y= 

1 

A W -r y-0 

X - [1 + ra
2(x - x')2}-3'2 radx' 

— - 1 \+NRAi)8y 
ei Lay ly= l J 

d<?| 
»y=l /r=l + — I (6d) 

_ayly=i J sy l y= i 

where e is the surface emissivity, N^Ab is the radiation number 
arid ra is the modified aspect ratio. 

The radiation number appears due to the linearization of a 
fourth power temperature difference obtained from radiant inter­
change between a particular channel position and the channel 
inlet, exit and opposing surface. The radiation constraint equa­
tions (6c) and (6d), were derived for gray diffuse surfaces and 
small temperature differences. These constraint equations were 

.Nomenclature • 

fa = channel width 
cp = specific heat J/Kg °C 
Gr = Grashof number (gfiqib5)/{v2ht) 
Gr = average Grashof number (g@(qi + 

qi)b
i)l(2v2kt) 

k = thermal conductivity w/m-°C 
t = channel length 
L = dimensionless channel length (1/Gr) 
JVRAD = radiation number ibT^a/k 
Nu = Nusselt number (based on local wall 

temperature gradient) 
Nu = average Nusselt number (based on 

average temperature and gradient at 
channel midheight) 

p = dimensionless pressure (P — Ps)fa
4/ 

p / V G r 2 

P = local fluid pressure 
Ps — hydrostatic pressure at uniform exter­

nal ambient 
Pr = Prandtl number (via) 
ra = modified aspect ratio Gx/(b/t) 
rb = aspect ratio (fa//) 
m = heat flux ratio qzlqi q% ^ <?i 

Ra = Rayleigh number GrPr 

T = average absolute surface-ambient tem­
perature l/2( (71! + 7V2) + T„) K 

Tj' = dimensionless numerical tempera­
ture at node (i, j) — 6 

u - dimensionless vertical velocity [/fa2/ 
(vtQt) 

U = vertical velocity component 

Uj' = dimensionless numerical velocity at 
(i,j) ~u 

v = dimensiolless horizontal velocity Vb/v 

V = horizontal velocity component 

Vj' = dimensionless numerical velocity at 
(i, j) ~ v 

x = dimensionless vertical coordinate XI 

(^Gr) 

X = vertical coordinate 

y = dimensionless horizontal coordinate 
Y/b 

Y = horizontal coordinate 
a = thermal diffusivity 

(3 = volumetric expansivity 
t = wall emissivity 
a - Stefan-Boltzman constant 5.67 X 10~8 

W/m2 K4 

M = viscosity 
v = kinematic viscosity 
6 = dimensionless temperature T — T-,/ 

qib/k 
6 = dimensionless temperature T — T*,/(qi 

+ q2)/2k 

Subscripts 

1 = surface 1 
2 = surface 2 
Hz - channel midheight 
00 = external ambient 
0 = inlet 

Superscripts 

— = based on qi + q2/2 
' = opposing wall 
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developed by eliminating the irradiation from the radiosity and 
flux balance equations for one surface, solving for the radiosity, 
and substituting this into the integral expression for the irradia­
tion upon the opposite surface. Next, the radiosity for that surface 
is eliminated and the resulting equation is linearized with respect 
to the fourth power temperature difference and then placed in di-
mensionless form. In the cooling of electronic equipment, external 
room ambients vary from 25 to 50° C while internal surface tem­
peratures range from 100 to 150° C. For these temperatures, the 
linearization produces only a 2 percent error. 

N u m e r i c a l S o l u t i o n 
Marching techniques have been employed successfully [1, 7] to 

solve convective flow problems. To use a marching technique it is 
first necessary to treat a boundary value problem, BVP, as an ini­
tial value problem, IVP, so that the marching solution may be 
started. For the pure free convection problem this is accomplished 
by assuming a known inlet velocity, uo, and marching downstream 
until the pressure defect returns to zero. At this point, the Grashof 
number is fixed and the solution restarted using a different uo 
until the desired Grashof number is determined. It is not possible 
to treat the combined radiation free convection problem as an IVP 
due to radiation transfer with unknown downstream positions. Be­
cause of this, a unique iterative-marching technique was developed 
[6] to solve the combined problem. 

Before a marching technique can be utilized the governing equa­
tions and equations of constraint must be expanded in finite dif­
ference form. The four different finite difference methods investi­
gated are implicit, semi-implicit or Crank-Nicholson [8], alternat­
ing direction explicit with two-point differencing [9] and alternat­
ing direction explicit with three-point differencing [10]. The im­
plicit methods involve solving groups of simultaneous equations at 
each axial node while the ADE methods require sweeping from one 
boundary to the next and back using known values and then aver­
aging the results. The ADE methods do not involve the solution of 
simultaneous equations. 

The fastest FDE form of the governing field equations for the 
same accuracy are expanded below at node (i, j). The continuity 
and momentum equations are expanded in implicit form and the 
energy equation in ADE form. This was due to the coupling of the 
integral continuity and momentum equation which necessitates 
the solution of a set of simultaneous equations at each axial step. 

Continuity. 

(t/;W
+1 + u/+1) ( t w + W) | (vJ+i ;+1 - v / + 1 ) _ Q 
2Ax 2Ax Ay 

Momentum. 

v.- (u/+1 - u/) , v.. ( £ W + 1 - uj-ii+1) 
1 Ax ' 2Ay 

-r—&——\-~^+ T '+ 1 (8) 

Energy—Sweeping From Left to Right. 

(Ti+1 — T ' l T- i , ' —T- , ' + 1 

UAIL hl+Vilj±i—£izi_ 
Ax 2Ay 

= ±\JJ±1 il h + V l 1 ( 9 a ) 

PrL Ay2 J 
Energy—Sweeping From Right to Left. 

u,-(T/^-T/) | v ; (Tj-ii - r j + 1 ' + 1 ) 
3 Ax ' 2Ay 

i r T . J _ T-i _ 71.1+1 _i_ TL,'+11 -kl1 ' £ ^ ] <»> 
Integral Continuity. (Simpson's Rule) 

4U2
i+1 + 2 [ / 3 ' + 1 + 4 [ / 4 ' + 1 + • • • + 4t/ jv-3 , + I (10) 

+ 2UN-2'
+1 + WN-!i+l = — - (10) 

Ay 

This system of finite difference equations has been shown to be a 
stable and convergent representation of the incompressible free 
convection equations [6]. 

The radiation constraint equation was expanded in finite differ­
ence form by using standard three point differencing for the wall 
temperature gradients and Simpson's rule for the integrals [6]. 
The implicit form of the momentum equation was chosen since at 
each axial node a set of simultaneous equation was generated due 
to coupling of the integral continuity and momentum equations. 

The solution procedure may be stated as follows: As an initial 
guess for the iteration procedure, a wall temperature variation is 
calculated for a constant heat flux channel with no radiation. To 
do this, values for the inlet velocity, heat flux ratio and Prandtl 
must be selected. Using the inlet condition, the energy equation is 
solved for temperature using ADE technique with averaging. Next 
the combined momentum and integral continuity equations are 
solved for axial velocity and pressure using implicit techniques and 
a matrix reduction procedure [6]. This matrix reduction procedure 
tests for row diagonal dominance, converts to a upper triangular 
matrix and then uses Gaussian elimination to obtain a solution. 
Knowing the axial velocity, the transverse velocity can be calculat­
ed at each transverse node. The procedure is restarted until the 
pressure defect returns to zero which defines the channel length. 

The iteration procedure may be started by using the constant 
wall heat flux temperature variation as an initial solution to the in­
tegrals in the radiation constraint equation. At this point values of 
the surface emissivity, aspect ratio, and radiation number must be 
specified. Since the radiation number involves absolute wall tem­
perature, which is an unknown, an initial guess plus iteration pro­
cedure is used to determine its value. An average wall temperature 
for both surfaces from inlet to exit is calculated from the constant 
heat flux, no radiation results and used as an initial guess for the 
combined problem. After each iteration the new wall temperature 
is used to calculate a revised radiation number. As the wall tem­
perature begins to equalize between surfaces and from the inlet to 
the exit the radiation number converges to a constant value. The 
finite difference field equations are resolved using a variable wall 
temperature boundary condition. This is obtained from the radia­
tion constraint equation where the unknown downstream tempera­
ture and gradients are assumed to be those previously recorded 
from the constant heat flux solution. A solution is obtained when 
the wall temperature variation satisfies both the governing field 
equations and the radiation constraint equations to within some 
predetermined accuracy. 

Results 
With the interaction of radiation and free convection, five di-

mensionless parameters affect wall temperature and heat transfer 
performance. Because of this a complete parametric study is not 
possible and only trends will be discussed. Fig. 2 shows typical 
fluid temperature profiles for large Rayleigh number, asymmetric 
flow (one wall adiabatic). The surface emissivity is varied from 1.0 
to 0.0 to show the maximum effect of radiation at a moderate as­
pect ratio (b/t - 0.1) and radiation number (NRAD = 3.75). Radia­
tion serves to transfer a considerable amount of the convective 
heat flux from one wall to the opposing surface. This substantially 
reduces the wall temperature gradient and temperature on one 
surface while increasing it on the previously adiabatic surface. 
This decreases the maximum wall temperature by 40 percent. 

A similar effect is shown in Fig. 3 for typical velocity profiles for 
asymmetric heating. Because of radiation transfer across the chan­
nel the velocity profile is not skewed as much towards the heated 
surface. This effect is important for & large channel spacing, i.e., 
large Rayleigh number because the assumption of a uniform inlet 
velocity in the numerical solution is not valid. However, this as­
sumption is justified when radiation is present due to a more sym-

Journal of Heat Transfer FEBRUARY 1976 / 97 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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metric velocity profile. 
The thermal designer is primarily interested in wall temperature 

variation. Pig. 4 demonstrates the effect of radiation on wall tem­
peratures for asymmetric flow. The wall temperature on the heat­
ed surface is reduced and the previously adiabatic wall tempera­
ture is increased due to radiation transfer across the channel. The 
dip in the wall temperature near the exit is due to radiation trans­
fer directly to the exit. The most significant effect is the 40 percent 
reduction in maximum wall temperature when radiation is consid­
ered. 

Figs. 5 and 6 show the effect of varying the radiation number 
and aspect ratio for asymmetric flow. Both tend to decrease the 
exit region temperature. Still the greatest effect in reducing wall 
temperature for asymmetric heating is the radiation transfer di­
rectly across the channel. 

The percentage of radiation transfer of the total may be defined 
as the difference between the local power dissipation (constant) 
and the local convective heat flux. Fig. 7 shows the percentage ra­
diation transfer for both symmetric and asymmetric heating. For 
symmetric heating, the wall temperature on opposing surfaces are 
equal which negates radiation transfer (except for large aspect 
ratio flow) near the midchannel height. There is still significant 
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PERCENT RADIATIVE TRANSFER OF TOTAL DISSIPATION AVERAGE NUSSELT NUMBER BASED ON MIDCHANNEL HEIGHT 
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Fig. 7 

end loss radiation which, for this example, accounts for 70 percent 
of the total dissipation. For asymmetric heating there is no region 
of the channel where radiation can be neglected. 

For uniform heat flux, nonradiation flow, a universal Nusselt-
Rayleigh number correlation has been found [3] where the Ray­
leigh number is defined using the average wall temperature and 
gradient evaluated at channel midheight. This also holds when ra­
diation is present due to the averaging effect used in the definition. 
Verification has been accomplished numerically and experimental­
ly (using a Wollaston prism interferometer [6] as shown in Fig. 8. 
The interferometer was used to measure local wall temperature 
gradients. The difference between the local convective heat flux, 
obtained from the interferometer, and the uniform power dissipa­
tion was an indirect measure of the radiative heat transfer. The 
large spacing, single vertical plate results are 10-15 percent lower 
than the channel flow results due to the difference in inlet bound­
ary conditions. However, the assumption of a uniform velocity 
does not significantly affect the maximum wall temperature due to 
the dominance of radiation over free convection at the channel 
exit. 

Fig. 9 summarizes the effect of radiation on maximum wall tem­
perature over the Grashof number range tested (10 - 1 < Gr < 104). 
As the spacing is reduced the fully developed, nonradiation free 
convection results may be used to predict maximum wall tempera­
ture. For large spacing (Gr > 10) radiation cannot be neglected for 
either symmetric or asymmetric heating. The pure free convection 
results (i = 0.0) are also plotted to show the magnitude of the ef­
fect of radiation on wall temperature. The experimental results are 
in good agreement with the numerical results. The thermal design­
er may use these results for estimating maximum wall temperature 
at moderate aspect ratio and radiation number. For different 
values of aspect ratio and radiation number, Figs. 5 and 6 may be 
used for estimating the change and also for determining the loca­
tion of the maximum wall temperature. 

C o n c l u s i o n 
For symmetric heating with a Rayleigh number less than 10 or 

aspect ratio less than 0.01, radiation was found to have little effect. 
For this region radiation could be ignored and the fully developed 
free convection results applied. As the Rayleigh number and/or as­
pect ratio was increased radiative end losses were important which 
tended to reduce the maximum wall temperature. Also, the maxi­
mum wall temperature no longer occurred at the exit and the Nus-
selt number continued to decrease and in some cases became nega­
tive at the exit. As much as a 50 percent decrease in maximum wall 
temperature occurred when the aspect ratio was increased to 
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0.2(b/l = 0.2) or the radiation number was increased to 20(T > 
700° R, b/t = 0.1). This occurred for black surfaces with a moder­
ate Rayleigh number, (102 < Ra < 103). 

For asymmetric heating, one wall adiabatic with a Rayleigh 
number less than 2, radiation was also found to have little effect. 
This occurred for very small channel spacing where a rapidly heat­
ed fluid equalized the wall temperatures on both surfaces. For this 
region the pure free convection results also accurately predicted 
the value and location of maximum wall temperature. 

As the Rayleigh number was increased for asymmetric heating, 
radiation serves to transfer the heat across the gap, increasing the 
convective heat flux from one surface while decreasing it on the 
opposite higher powered surface. This effect significantly reduces 
the maximum wall temperature on the powered surface while in­
creasing it on the previously adiabatic surface. This trend was evi­
denced for an aspect ratio range of 0.05-0.2 and radiation numbers 
from 1.0 to 20.0. Increasing the aspect ratio serves to decrease the 
maximum wall temperature and move its location from the chan­
nel exit to channel midheight. Similar trends were evidenced while 
increasing the radiation number. However, the most important ef­
fect in reducing the maximum wall temperature for asymmetric 
heating was the radiative transfer across the gap with increased 
convection from one surface .and decreased convection from the 
opposing one. This effect was even noted for surface emissivities as 
low as 0.3 with moderate aspect ratio (b/t = 0.1) and radiation 
number (./VRAD = 5.0). 

The nonradiation numerical and experimental results agree with 
other published data. At high Rayleigh numbers (Ra > 104), the 
single vertical plate Nusselt number results were 10 percent higher 
than those previously published [11]. This was probably due to the 
assumption of a uniform inlet velocity, which is equivalent to su­
perimposing forced convective flow on a single vertical flat plate. 
This effect was far less pronounced when radiation was considered 
at large Rayleigh numbers due to the dominance of radiation over 
free convection. Here the shape of the inlet velocity profile was in­
significant when determining position and value of maximum wall 
temperature. 

A universal correlation still existed between Nusselt number 
and Rayleigh number when evaluated at average wall temperature 
and temperature gradient at midheight for all heat flux ratios and 
radiation parameters. However, the maximum wall temperature 
was greatly affected by radiation and generally did not occur at the 
exit. 
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Molecular Gas Radiation in a 
Laminar or Turbulent Pipe Flow 
The temperature profile and the radiative and convective wall-heat fluxes for a hydro-
dynamically established flow of a nongray gas in a cylinder are calculated numerically 
for laminar or turbulent flow. Turbulent eddy viscosity is represented by a two-region 
model having a near-wall-region and a far-from-wall region. Gas properties are repre­
sented by the exponential-winged band model. The controlling parameters are Nrm, the 
ratio of radiation conductance to molecular conductance, TR,;, the maximum spectral 
optical depth of the radius for the ith gas band, Wi, a measure of the importance of the 
ith band, and Rt, the turbulent Reynolds number. Qualitatively the results for a gas with 
a single major band agree with a previous solution for a cylinder with internal heat gen­
eration. Radiative Nusselt number Nu# increases nearly linearly with Nrm. Radiative 
flux increases with TR rapidly at first and then only slowly. Increasing R( increases 
markedly the convective Nusselt number Nuc and appreciably Nu«. The gas layer effec­
tive transmissivity was found to increase with increasing Rf and decrease with increas­
ing TR. Quantitative comparisons with the constant-volume-heat-source case show dis­
crepancies of up to 10 percent in NUB and up to 25 percent in Nuc-

Introduction 

Transfer of heat by simultaneous convection and radiation is of 
interest to the designer of combustion chambers and industrial 
furnaces. In some postulated nuclear reactor loss-of-coolant acci­
dent scenarios, the engineer wishes to predict heat transfer from 
heated walls to flowing water vapor, which is capable of absorbing 
and emitting thermal radiation. An element of intellectual curiosi­
ty also exists, for example, in wondering how much thermal radia­
tion contributes to the heat transfer to steam flowing through 
heated tubes in the superheating section of a power plant steam 
generator. This paper addresses the question of how to calculate 
the simultaneous radiation and convection heat transfer to or from 
a molecular gas with infrared absorption bands flowing laminarly 
or turbulently within a pipe. 

Viskanta [l]2 studied the interaction of conduction, laminar con-

1 Presently at Science Applications Inc., El Segundo, Calif. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OP HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 5, 1975. Paper No. 76-HT-Q. 

vection, and radiation in a plane layer of a radiating gas. Einstein 
[2] considered radiation heat transfer in an absorbing emitting 
gray gas flowing within a black-walled cylindrical pipe. Nichols [3] 
studied the influence of the absorption of radiation on the temper­
ature profile and heat transfer to an absorbing medium flowing 
turbulently in an annulus. deSoto [4] investigated numerically the 
coupling of radiation with the conduction and convection mecha­
nisms in a nonisothermal, nongray gas flowing in the entrance re­
gion of a black-walled tube. Pearce and Emery [5] treated the ther­
mal entry region for laminar flow of a gray gas or a gas with gray 
bands. Kesten [6] presented the equations for the spectral radiant 
heat flux distribution in an absorbing-emitting gas contained in a 
long cylinder. Landram, Greif, and Habib [7] studied heat transfer 
in turbulent pipe flow with optically thin radiation. Tiwari and 
Cess [8] studied heat transfer to laminar flow of nongray gases 
through a circular tube. The analysis of [8] is based upon an ap­
proximation suitable only for the optically thick limit [9, 10], Jeng, 
Lee, and DeWitt [11] also treated laminar flow of a radiating gas in 
a circular tube with constant wall temperature. They considered 
both gray and nongray media. In the nongray case, the Tien and 
Lowder [12] expression for band radiation was used together with 
the method of undetermined coefficients or discrete ordinates to 
solve the linearized energy equation. Edwards and Balakrishnan 
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[13, 14] used the slab band absorptance function to investigate si­
multaneous radiation, turbulent transfer, and heat source in plane 
parallel ducts. Wassel and Edwards [15] formulated the radiative 
flux distribution in terms of an axial band absorptance function, 
for the exponential-winged band model [16] and Wassel, Edwards, 
and Catton [17] investigated the heat transfer for the thermally 
and hydrodynamically established flow of a gas with a hypotheti­
cal uniform volume heat source within a cylinder. 

Coupling between the different modes of energy transfer is im­
portant unless radiation is either very strong or very weak. Under 
these extreme conditions, either the dominant mode only need be 
considered, or the minor flux can be superposed onto the major 
flux. It is the purpose of the present paper to establish a method 
by which interaction of radiation and laminar or turbulent convec­
tion can be treated in a black-walled tube subject to a constant 
wall heat flux. 

M a t h e m a t i c a l F o r m u l a t i o n 
Energy Equation and Boundary Conditions. The thermal 

energy equation describing a hydrodynamically established flow of 
a turbulent radiating gas flowing in a pipe is 

aT 1 a f jTl Id 
PCpU — = (km + pCpeH)r — (rqR) (1) 

az r ar L ar J r dr 

Axial diffusion and radiation are neglected, as is viscous dissipa­
tion. This integro-differential equation is subject to the boundary 
conditions 

r = R:T=Tw and r = 0: dT/dr = 0 (2) 

For a fully developed temperature profile and constant wall heat 
flux there holds 

a 
32 

where 

\TW - Tbl az 

aT dT^ _ dT\ _ 2*Rqw _ iqw 

dz dz mCp pCpiimReo 
(3) 

J*fl 2 rR 

u(r)rdr, ReB = V2R/vm, V = — I u{r)rdr 
o R2Jo 

(4) 

and where Tw and Tb are the wall and bulk temperatures, respec­
tively. Substituting equation (3) into the energy equation (1), inte­
grating it with respect to the coordinate r, and making the use of 
the zero radiant and conductive fluxes condition at the center of 
the pipe gives 

J"- aT 
u(r')r'dr' = (km + pCptH)r rqR (5) 

D ar 

Formulation of the radiative flux follows. 
Radiative Flux. For black walls with no temperature jump, the 

radial radiative flux can be written as follows [15]: 

qn(r*) = £ <?R,(r*) (6) 

COS7 j B'r,(r*') 
7=0 I Jr* 

X A*aii(TRi[{r*'2 - r*2 sin27)x/2 - r* cosy])dr*' 

- f B'H(r*')A*a,i{TRi[(r*'2 - r*2 s in 2
7 ) 1 / 2 + r* cosy])dr*' 

*s r* siri7 

+ f ' fi'„(r*')A*a,;(TRpl.[r* COST 
\sr* sirry 

- ( r * ' 2 - r * 2 s i n 2
7 ) 1 / 2 ] ) d r * ' ) d 7 (7) 

where 

r* = r/R, r*' = r'/R, B'H{r*') = [Bn(r*')], 
dr*' 

B„,-(r*') 
ehc»/kT(r*') _ l 

- N o m e n c l a t u r e . 

A+ = van Driest universal constant 
Aa = axial band absorptance 
an = Galerkin coefficient 
R„ = spectral black body radiosity 
B\ = derivative of B„ with respect to r 
Bnj = matrix 
c = speed of light 
Cp = specific heat at constant pressure 
Cf = coefficient of friction 
Dj = vector 
JEI = exponential integral function 
G* = dimensionless radiant flux 
h = Planck's constant 
K = von Karman constant 
k = number of bands 
km = molecular conductivity 
kv = spectral mass absorption coefficient 
k = Boltzmann constant 
m = mass flow rate 
N = number of Galerkin terms 
Nrm = radiation to molecular conductance 

ratio 
Nuc = convective Nusselt number 
Nuii = radiative Nusselt number 
N u r = total Nusselt number 
Pr = Prandtl number 
Pr ( = turbulent Prandtl number 
Preff = effective Prandtl number 
qc = convective heat flux 

qR = radiative heat flux 
qw = wall heat flux 
r,r' = radial coordinate 
R = cylinder radius 
Rt = turbulent Reynolds number 
Rerj = Reynolds number 
T = temperature 
u = local velocity 
V = bulk velocity 
Wi = dimensionless weighting parameter 
x = argument 
z = axial coordinate 
a; = integrated band intensity 
a * absorptivity 
am = thermal diffusivity 
7„ = Euler-Mascheroni constant 

= 0.5772156 . . . 
e = emissivity 
en = eddy diffusivity for heat 
tM = eddy diffusivity for momentum 
B = dimensionless temperature 
A = empirical universal constant 
vm = molecular kinematic viscosity 
v = wavenumber, reciprocal wavelength 
7T = 3.141592 . . . 
p = gas density 

a = Stefan-Boltzmann constant 
TW( = wall layer transmissivity 
r = shear stress 
Tfl = optical depth of the tube radius at 

maximum absorption 
a) = band wing decay width parameter 

Subscripts 

b = bulk 
C = convective 
cl = center line 
H = heat 
i = ith band, £th node point 
M = momentum 
m = molecular 
R = radiative 
T = total 
t = turbulent, transition 
w = wall 
wt = wall layer 
v = spectral 

Superscripts 

* = dimensionless quantity 
+ = dimensionless turbulent quantity 
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The axial band absorption function, A*a i was defined as follows 
[15]: 

A*a,dxi) = In (4jc,-/7r) + Eiiixi/ir) + ye, xt < 0.38 (8a) 

A*a,i(xi) = 1" *i + EiiSirxM + ye + In 2 - % xt > 0.38 (8ft) 

where 

Xi = rR/*, rRi = — pR, f* = Vr* COSY + £(r*'2 - r*2 s i n ^ ) 1 ' 2 (9) 

J' l , dt f"° dt 

( l - e - 0 — - e " ' — = 0 . 5 
o t J i t 

£i(*)= r ' e - " - . r 
Jo t J i 

dT* 

dr* 
- Nrm £ WiG*i(rRi, r*, —-) + 2r* (1 - r*2/2) = 0 (15) 

For the turbulent case the momentum equation has to be solved 
numerically as explained in the next section. 

Momentum Equation and Eddy Diffusivity Model. The 
equation of conservation of axial momentum for a hydrodynami-
cally established flow can be written as 

du 
(vm + m) —- = (TW/P) (~rJR) 

dr 
(16) 

(.5772156 . 

dt 

t 

The parameters T\ and £ take the values ±1 as required by equation 
(7). The expression of the axial band absorptance, A*a?i, given by 
equation (8a and 86) represent gases whose spectral absorption 
coefficient, k„, is represented by the exponential-winged band 
model. Tha t is, 

k ai 

K = L kH, kvi = — e x p [ - (v; - v)la>i\, v < i>i (10) 
>=i oii 

where «; is the integrated intensity of the ith band; u>i is the band 
wing decay width and vt is the spectral location of the band head. 

Dimensionless Form of Energy Equation. Introduce the fol­
lowing dimensionless quantities 

T* = (Tw - T)/(qwR/km), 

e* = (1 + eH /am) = PrPrefr1 (1 + tM/vm) 

Preff = (1 + W O / p r " 1 + P r r H w / i - J ] , Pr t = mlm 

QR* = QR/QW, U* = u/V, r* = r/R 

into equation (5). There results 

2 f r u*(r*')r*'dr*' = - « 
J o 

where 

q*R = -Nrm L WiG*i (rR , , r*, — J , 

dT* 

dr* 
• r*q*R (11) 

Nrm = L m (dBnldT)/{hm/R) (12) 
i=i 

Wt = wiidBJdT) / Z wddBJdT) 
I i-1 

(13) 

J' T T / 2 r r-idT* 

COST I — — 
y=0 I Jr* dr* 

r* — 

i / r an 

(r*0 

X A*a,i(TRj[(r*'2 - r*2 sin27)1 / 2 - r* cosy])dr*' 

dT* , s (;•*') 
siny dr*f 

X A*a:i(TRi[(r*'2 - r*2 sin27)1 / 2 + r* cos7])dr*' 

dT* 
•sr* sn 

. ( r * 0 
' SI117 dr*' 

X -A*0ji(Tfl;[r* COS7 - (r*'2 - r*2 sin27)1/2]) dr*'}dy (14) 

Equation (11) is subject to the boundary condition T* = 0 at r* = 
1. In order to solve the energy equation, equation (11), the velocity 
field, u*(r*), as well as the eddy diffusivity, e*(r*), have to be 
specified by solving the equation of conservation of axial momen­
tum. 

For the laminar case, where t* = 1, and u*(r*) = 2(1 — r*2), the 
energy equation reduces to 

subject to du/dr = 0 at r = 0 and u = 0 at r = R. The eddy viscosi­
ty, tM, is described by a two-layer model. The wall region is de­
scribed by the van Driest model [18] modified by Patankar and 
Spalding [19]. In the wake-like region a uniform mixing length is 
adopted. The momentum equation, equation (16), boundary con­
dition, and the previously described viscosity model can be rewrit­
ten as follows: 

du+ 

(1 + mhm) — - = - r + / R t (17) 
dr* 

W » » ) = ~K2(Rt - r+)2 [1 - exp[-(R t - r+) (r+/R t)
1 / 2 /A+]j2 

du + 

X — 
dr 

, d u + 

imlvm) = ~ (XR*)2 

dr* 

Forrt+<r+<~Rt (18a) 

For 0 < r+ < rt
+ (186) 

subject to u+ = 0 at r+ = R(, where u+ = u/Vrw/p, r+ = 
rV Twlphm and rt

+ is a transition radius at which the eddy viscosi­
ty given by equations (18a) and (186) have the same value. The 
von Karman constant, K, the van Driest constant, A+, and the em­
pirical constant X were taken to be 0.40, 30, and 0.075, respectively 
[18-22]. 

The turbulent Reynolds number, Rj, is related to the Reynolds 
number based on the cylinder diameter as follows: 

Rt / C y s R e c 

V2R 4 rRt 
ReD = = — J u+(r+)r+dr+ 

Vm Rt JO 

Cf = (rjp)/l V2 

(19a) 

(196) 

(19c) 

It is necessary to extract the velocity in the («*, r*) plane in order 
to solve the energy equation, equation (11), as follows: 

r* = r/R = r+fRt (20a) 

u* = u/V = 2u+Rt J {— j " * ' u+(r+)r+dr^ = 2U+R ( /ReD (206) 

The system of equations (17) and (18a) and (186) is solved first 
with R( as a parameter, hence establishing the required u*(r*) and 
t*(r*) which enables one to solve the energy equation, equation 
(11), by an appropriate method. 

Nusselt Numbers, Average Temperature, and Effective 
Transmissivity. Nusselt numbers are based on the bulk (mixing 
cup) temperature Tb, defined as 

-r-(Tw - T)rdr r< ,rdr (21) 

From the definition of the dimensionless temperature T*, the fore­
going relation yields 

T*b=<2 X*"' *T*r*dr* (22) 

The convective, radiative, total Nusselt numbers and the peak or 
center-line to bulk temperature ratio can be written as follows: 
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2 dT* 
Nu c = -qc,w2R/km(Tw _ rfc) = - - — — - (r* = 1) 

T*b dr* 

NuB = -qR„2R/km(Tw - Tb) =.~q*R(r* = 1) 
1 *b 

Nur = Nuc + Nufl (with mutual interaction) 

„ Tw - Tcl T*cl 

(23) 

(24) 

(25) 

(26) 
Tw - Tb T*b 

The wall layer effective transmissivity is defined as the actual ra­
diant wall heat flux divided by the radiant heat flux which would 
occur if the gas were isothermal at the bulk temperature 

- < 7 R , „ "9/u 
(27) 

(28) 

ote<rTw
4 — eooTb4 k 

E iMB^Tu,) - AiBH(Tb)} 
; = i 

where At = w,A*; is the mean band absorptance given by [15] 

J'•,1-/2 

A*a i(lTR i COSY) COSY df 

Linearizing equation (27) and introducing the radiative Nusselt 
number, allows one to rewrite equation (27) as follows, provided 
single major bands are considered 

rwe = - [NuflM*][(fem/fl)(wdB„/<iT)] = -Nu f l / [ l* iV r m ] (29) 

Values of A* as a function of TR are reported in reference [15]. 
Recall the classical limiting case, in which both radiation and 

turbulent diffusion are absent. The energy equation has the exact 
solution 

T* = (1 - r*2) - (y4)(l - r*4) (30) 

the bulk temperature and convective Nusselt number are nki and 
4.364, respectively [20]. 

M e t h o d s of S o l u t i o n 
The laminar form of the energy equation, equation (15), is 

solved by the Galerkin technique for single major bands. For the 
turbulent case, equation (11) is solved by the numerical iteration 
procedure, provided e*(r*) is established as described in the fore­
going. 

The Laminar Case. The temperature T*(r*) is expanded in a 
series of the form 

T*(r*) = T*0(R*) + E anT*n(r* (31) 

If the series is substituted into equation (15), multiplied by T*j 
and integrated over the volume of the tube, one obtains the fol­
lowing 

N 
E a.nBnj •• Dj j = 1, 2, ,N (32) 

where 

"'--I'M1-;'")*1 dT*0 

dr* 

•NmG*0(TR,i*,-^\T*jr'<h* 

and G*0 and G*n are the parts of the function G* that depend on 
dT*o/dr* and dT*Jdr* respectively. The coefficients a„ are 
found by solving the set of simultaneous equations (32) through 
matrix inversion. By comparison with the exact solution, equation 
(30), it may be seen that the two-term approximation yields the so­
lution to the laminar energy equation with no radiation. 

The Turbulent Case. The domain (0, 1) is divided into N un­
equal steps where more node points are stacked near the wall in a 
logarithmic fashion appropriate to turbulent flows as follows 

r*i = 1 - -
KR, 

•(e* 1) 

Equally spaced values of z*,- between 0 and ln(l + KRt) are used 
to fix ;•*; values. The momentum equation is solved together with 
the eddy viscosity model for a given value of R( thereby establish­
ing the e*(r*) profile. The energy equation is then solved through 
an iterative procedure. Iterates are repeated until a prescribed 
convergence criterion is satisfied. Having established dT*/dr* pro­
file, the temperature profile is extracted using the wall boundary 
condition, i.e., T*N+i(r* = 1) = 0. 

Results and D i s c u s s i o n 
Results are obtained for a gas with a single major band for both 

the laminar and turbulent cases. A preliminary study to compare 
the Galerkin technique with the numerical iteration procedure ap­
plied to a radiating laminar flow showed that the former is more 
appropriate. The Galerkin method was found to be faster and re­
quires less core storage in the machine. A maximum of seven terms 
were needed in the series representation of the dimensionless tem­
perature T*. 

For the turbulent case, the numerical iteration method was 
found to be the appropriate one when compared with the Galerkin 
method. It is difficult to construct a continuous trial function that 
has a linear behavior in the viscous sublayer and logarithmic be­
havior in the core region. Also a large number of terms were need­
ed in the series representation of T*. Fifty-one node points were 
employed in the iteration scheme. 

Established Turbulent Radiating Flow in a Pipe. Table 1 
gives computed values of convective, radiative, and total Nusselt 
numbers, the center-line-to-bulk temperature ratio and the wall 
layer transmissivity factor for Rt = 500 and 2000. The table covers 
a range of TR from 0.1 to 200 and Nrm from 0 to 30. Turbulent 
Prandtl number was assumed to be 0.9. A radially-varying turbu­
lent Prandtl number was tested in preliminary studies, but the ef­
fect was found to be insignificant. 

The radiative contribution to the total heat transfer grows very 
nearly linearly with Nrm as may be seen in the table. For engineer­
ing estimations one can predict values of NUB at high values of 
Nrm from values at low Nrm, simply by linear extrapolation. In­
creasing the optical depth, measured by TR, increases the radiative 
Nusselt number with a rate that decreases with increasing TR. 

Increasing R( increases appreciably the radiative Nusselt num­
ber as may be seen from the following short table that gives Nu# 
for TR = 10. 

Nrm 
1.0 

10.0 
30.0 

Rt = 500 
5.58 

55.1 
163.0 

NuR 

ut =IOOO 
5.82 

57.7 
170.9 

Rt = 2000 
5.99 

59.6 
177.0 

The behavior is due to less blockage of radiation achieved by a 
thinner boundary layer, which results from increasing turbulence, 
measured by Rt. At low values o£Nrm the convective transfer dom­
inates, and R( becomes the parameter that controls the total trans­
fer of energy. For a transparent medium (Nrm = 0) and Pr = 0.7, 
calculations show two features. 

500 
1000 
2000 

ReD 

16 ,900 
37 ,185 
80 ,650 

N u c 

44.8 
82 .3 

151.2 

N u c -
0.022 Pr0 '6 

Re 0 ' 8 

42.8 
80.5 

149.5 

First, increasing R( increases markedly the convective transfer 
at the wall, and, second, the predicted values are in very good 
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Fig. 1 Dimensionless temperature profiles of an established turbulent 
flow, TB = 50 

agreement with the turbulent, constant-heat-flux, empirical for­
mula [20]. Values of Nuc are based on the bulk temperature. 

Radiation does decrease the difference between the wall temper­
ature and the centerline temperature, and the higher Nrm, the 
smaller this difference will be, because the gas is being heated by a 
constant wall heat flux. In other words, the gas in the core becomes 
hotter with increasing radiation, and the gas near the wall becomes 

colder in order to have the same bulk temperature. For the same 
mass flow rate, a given wall heat flux, and a given bulk tempera­
ture, the wall temperature becomes less with increasing radiation. 
The total Nusselt number increases with radiation, because it can 
be written as (qw2R)l[km(Tw — Tt)}, and the smaller is (Tw — Tb), 
produced by higher Nrm, the higher N u r is, as can be seen from 
Table 1. Landram, Greif, and Habib [7] studied established turbu-

N rm 

0.0 Nuc 

NuR 
Nn,. 

0 

0 .1 Nuc 

NUR 

No,. 

6 

\ l 

1.0 Nuc 

NuR 

NOp 

8 

\ i . 

10.0 Nu„ 

NuR 

N uT 
e 
\s. 

30.0 Nuc 

NuR 
NUj. 

e 
*„. 

V 
R t=S00 

44.774 

0 .0 

44.774 

1.327 

44.775 

0.036 

44.811 

1.327 

0.9489 

44.778 

0.358 

45.136 

1.327 

0.9436 

44.807 

3.584 

48.391 

1.326 

0.9446 

44.872 

10.753 

55.625 

1.324 

0.9447 

Table 1 Established turbulent 
= 16,900) and R, = 2000 (ReD 

0 .1 

R t=2000 

151.758 

0 .0 

151.758 

1.277 

151.758 

0.037 

151.795 

1.277 

0.9752 

151.760 

0.367 

152.127 

1.277 

0.9673 

151.776 

3.674 

155.450 

1.277 

0.9684 

151.812 

11.022 

162.834 

1.277 

0.9684 

V 1 

R =500 

44.774 

0.0 

44.774 

1.327 

44.777 

0.232 

45.009 

1.327 

0.9233 

44.803 

2.321 

47.124 

1.326 

0.9237 

45.059 

23.210 

68.269 

1.323 

0.9237 

45.598 

69.. 638 

115.236 

1.318 

0.9238 

R =2000 

151.758 

0 .0 

151.758 

1.277 

151.759 

0.239 

151.998 

1.277 

0.9511 

151.763 

2.394 

154.157 

1.277 

0.9527 

151.813 

23.932 

175.745 

1.277 

0.9524 

151.926 

71.821 

223.747 

1.277 

0.9527 

V 
R t=500 

44.774 

0.0 

44.774 

1.327 

44.767 

0.559 

45.326 

1.327 

0.8079 

44.711 

5.580 

50.291 

1.332 

0.8063 

44.544 

55.113 

99.657 

1.365 

0.7964 

45.500 

163.040 

208.540 

1.396 

0.7853 

pipe flow of a radiating gas R, 
= 80,650) 
10 

R t=2000 

151.758 

0 .0 

151.758 

1.277 

151.735 

0.600 

152.335 

1.277 

0.8670 

151.532 

5.993 

157.525 

1.279 

0.8660 

149.674 

59.601 

209.275 

1.296 

0.8613 

146.436 

177.022 

323.458 

1.323 

0.8527 

V 
R t=500 

44.774 

0 .0 

44.774 

1.327 

44.751 

0.684 

45.435 

1.328 

0.6747 

44.561 

6.805 

51.366 

1.337 

0.6713 

43.787 

65.861 

109.648 

1.392 

0.6497 

45.278 

190.722 

236.000 

1.436 

0.6271 

SO 

R =2000 

151.758 

0 .0 

151.758 

1.277 

151.698 

0.777 

152.475 

1.278 

0.7665 

151.165 

7.757 

158.922 

1.281 

0.7652 

146.432 

76.298 

222.730 

1.311 

0.7526 

138.839 

222.414 

361.253 

1.357 

0.7313 

= 500(ReD 

v i o o 

R =500 

44.774 

0 .0 

44.774 

1.327 

44.749 

0.709 

45.458 

1.328 

0.6153 

44.538 

7.054 

51.592 

1.337 

0.6121 

43.773 

67.902 

111.675 

1.395 

0.5892 

45.662 

195.642 

241.304 

1.437 

0.5659 

R t=2000 

151.758 

0 .0 

151.758 

1.277 

151.685 

0.828 

152.513 

1.278 

0.7185 

151.034 

8.258 

159.292 

1.281 

0.7166 

145.336 

80.837 

226.173 

1.315 

0.7015 

136.517 

233.880 

370.397 

1.364 

0.6765 

TR=200 

R =500 

44.774 

0 .0 

44.774 

1.327 

44.749 

0 .723 

45.472 

1.328 

0.S6O0 

44.539 

7.193 

51.732 

1.337 

0.5572 

43.901 

69.027 

112.927 

1.394 

0.5347 

J6.179 

198.508 

244.687 

1.434 

0.5125 

R t=2000 

151.758 

0 .0 

151.758 

1.277 

151.675 

0.863 

152.538 

1.278 

0.668S 

150.944 

8.605 

159.548 

1.282 

0.6665 

144.614 

83.906 

228.520 

1.317 

0.6499 

135.131 

241.379 

376.510 

1.367 

0.6232 
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DIMENSIONLESS DISTANCE FROM THE WALL, 1-r» 

Fig. 2 Dimensionless temperature profiles of an established radiating 
laminar flow, TR = SO 

lent flows in a pipe with optically thin radiation and found that 
(Tw•'— T) decreases and N u r increases with increase in radiation, 
which agrees with the present results. 

Figs. 1(a) and 1(b) show plots of normalized dimensionless tem­
perature profiles as function of Nrm for different R(. The peak-to-
mean temperature ratio 8 is found to increase with Nrm except in 
thin limit of radiation where 8 decreases slightly with Nrm, as can 
be seen in Table 1. It should be noted that both T*c\ and T*b de­
crease with increasing Nrm, and the normalized dimensionless 
temperature profiles do intersect in such a way that the integrated 
T*/T*i, becomes unity for all cases. 

The figures show that the action-at-a-distance effect of radiative 
transfer is to thicken the thermal wall layer in a highly turbulent 
flow. Thus, the convective contribution to the wall heat flux actu-

Table 2 Established laminar pipe flow of a radiating gas 

Nuc 

N uR 
NUT 

e 

Nuc 
«\ 
NUT 
8 

Ve 

NUC 

NuR 
NUT 
0 

\ i . 

»"c 
NUR 
No,, 

6 

\ t 

Nuc 
NuR 
NUj, 

e 
T„* 

T R - 0 . 1 

4.364 

0 .0 

4.364 

1.636 

4 .365 

0.027 

4.392 

1.636 

0.7116 

4.376 

0.275 

4 .651 

1.634 

0.7248 

4 .481 

2.756 

7.236 

1.617 

0.7264 

5.057 

27.958 

33.015 

1.545 

0.7369 

V 1 

4.364 

0 .0 

4.364 

1.636 

4 .385 

0.172 

4 .556 

1.634 

0.6845 

4 .562 

1.724 

6.286 

1.614 

0.6861 

5.765 

17.682 

23.447 

1.528 

0.7037 

10.054 

183.388 

193.442 

1.464 

0.7298 

v i o 

4.364 

0 .0 

4 .364 

1.636 

4.457 

0.341 

4 .798 

1.629 

0.4928 

5.186 

3.496 

8.682 

1.584 

0,5052 

9.052 

37.721 

46 .773 

1.501 

0.5451 

16.066 

407.782 

423.848 

1.473 

0.5893 

V 5 0 

4.364 

0 .0 

4 .364 

1.636 

4 .474 

0.368 

4.842 

1.629 

0 .363 

5 .309 

3.808 

9 .117 

1.585 

0.3756 

8.998 

42.194 

51.192 

1.515 

0.4162 

12.741 

456.827 

469.568 

1.494 

0.4506 

TR=100 

4.364 

0 .0 

4 .364 

1.636 

4.474 

0.374 

4 .848 

1.629 

0.3246 

5.303 

3.877 

9.180 

1.585 

0.3364 

8.741 

43 .109 

51.850 

1.517 

0.3741 

11.838 

464.590 

476.428 

1.497 

0.4032 

TR=200 

4.364 

0 .0 

4.364 

1.636 

4.474 

0,378 

4,852 

1.629 

0.2928 

5.295 

3,926 

9.220 

1.585 

0.3041 

8.555 

43.721 

52.276 

1.517 

0.3386 

11.283 

469.551 

480.834 

1.498 

0.3637 

ally decreases while the total flux strongly increases with increas­
ing radiation as measured by either Nrm or T^. This behavior was 
noted previously [13,14]. 

The transmissivity factor is found to increase with increasing R t 

due to the resulting thinner boundary layer, and decreases with in­
creasing TR. 

Established Laminar Radiating Flow in a Pipe. Table 2 
shows a list of convective, radiative, and total Nusselt numbers, 
center line to bulk temperature ratios, and transmissivity factors 
for TR from 0.1 to 200 and for Nrm from 0 to 100. 

Similar to the turbulent case, the radiative Nusselt number 
grows nearly linearly with Nrm. Radiation transfer dominates the 
total transfer at high values of Nrm. The radiative contribution 
also increases with increasing TR at a rate that decreases with in­
creasing TR. 

Convective Nusselt number increases markedly with increasing 
Nrm, in contrast to the high turbulent case. For example, Nuc in­
creases from the well-known value of 4.364 to a value as high as 3 
times that when Nrm increases from 0 to 100. This behavior is due 
to the fact that radiation tends to isothermalize the core of a lami­
nar flow and thus steepens the temperature gradient near the wall 
as shown in Fig. 2. There is a decrease in the difference between 
the wall and center-line temperatures as well as the difference be­
tween the wall temperature and the bulk temperature. The quanti­
ty T*/T*b near the wall becomes higher, and T*/T*b in the core 
region must decrease in order to result in the same bulk tempera­
ture when increasing Nrm. The ratio T*ci/T*b decreases with in­
creasing Nrm. The curve marked Nrm = 0 in Fig. 2 represents a 
plot of the exact solution of the energy equation, equation (30). 
The transmissivity factor increases with Nrm and decreases with 
increase in TR. 

It remains now to compare the present established pipe flow 
case with the volume heat source case, presented in reference [17]. 
One can regard the comparison of Nusselt numbers as the compar­
ing of wall to bulk temperature difference for a fixed wall heat 
flux. Consider the following table for TR = 50. 

N 
1.0 N u c 

N U R 

Nur 
10.0 N u c 

N U R 

Nuf 
30.0 N u c 

N U R 
N u r 

.Rf = 

Qv 
50.0 

7.3 
57.3 
51 .8 
71.7 

123.5 
57.3 

211.0 
268 .3 

500 

Qw 
44.6 

6.8 
51.4 
43 .8 
65.9 

109.7 
45 .3 

190.7 
236.0 

?* = 
Qv 
88.8 

7.7 
96.5 
87.8 
76.1 

163.9 
88.0 

223.0 
311.0 

1000 

Qw 
81.8 

7.3 
89.1 
78 .8 
71 .6 ' 

150.4 
75.7 

207.2 
282.9 

Pf = 
Qv 

160.8 
8.1 

168.9 
1.57.7 

79 .9 
237.6 
153 .1 
234 .9 
388.0 

2000 

Qw 
151.2 

7.8 
159.0 
146.4 

76 .3 
222.7 
138.8 
222.4 
361.2 

where Qv and qw denote the volume heat source and established 
pipe flow cases, respectively. The foregoing table shows that Nuc 
for the volume heat source case is higher than Nuc for established 
pipe flow. For example, for R( = 500, Nuc(Qy) is 11 and 26 per-' 
cent higher than Nuc fan)) for Nrm = 1 and 30, respectively. For R( 

= 2000, Nuc(Qv) is only 6.4 and 10 per cent higher than Nucfaw) 
for Nrm = 1, 30, respectively. A radiative Nusselt number of an es­
tablished turbulent flow is less than that of the volume heat source • 
case: NUR^JV) , at Rt = 500, is higher than Nusfa„,) by approxi­
mately 7.4 -10.6 percent when Nrm increases from 1 to 30. How­
ever, this deviation becomes less with increasing Rf; for example, 
at R( = 2000, Nuj(^i)) is only 3.8 and 5,6 percent higher than 
those of established flow for Nrm = 1, 30, respectively. 

S u m m a r y and Conc lus ions 
The results in Tables 1 and 2 permit one to estimate combined 

convective and radiative transfer rates rather simply for hydrody-
namically and thermally established pipe flow. With the aid of a 
friction factor chart one uses equation (19a) to find the turbulent 
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p a r a m e t e r R ( . One c o m p u t e s TR according to equa t ion (9) and Nrm 

according t o equa t ion (12). T h e s e l a t t e r two quan t i t i e s a re u n a m ­

biguously found for a gas wi th a single s t rong absorp t ion b a n d , a n d 

reference [14] suggests how to e s t ima te equ iva len t va lues for a 

m u l t i b a n d gas as well as giving guides as t o where to find t h e req­

uis i te gas r ad i a t i on p r o p e r t y da ta . W i t h t he se values T a b l e 1 or 2 

can be e n t e r e d to find rad ia t ive and convect ive Nusse l t n u m b e r s . 

L inea r in t e rpo la t ion wi th Nrm can be m a d e . Loga r i thmic in t e rpo­

la t ion w i th TR > 1.0 a n d l inear in te rpo la t ion wi th TR < 0.1 is a p ­

p rop r i a t e . F o r a nonb lack gray wall, a lower b o u n d can be found by 

reduc ing t h e rad ia t ive Nusse l t n u m b e r by t h e wall emissivi ty, 

while t h e b lack wall r esu l t is clearly an u p p e r bound . 
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Laminar Film Condensation on a 
Vertical Melting Surface 
Laminar film condensation of a saturated vapor on a vertical melting surface is treated 
theoretically, with emphasis on departures from a previous treatment produced by: (a) 
arbitrary liquid Prandtl numbers and (b) condensation-melting systems involving two 
materials of immiscible liquids. An integral method is utilized which takes full account 
of the effects of both liquid film inertia and shear force at the condensing vapor-liquid 
film interface. For a one-component system accurate numerical results for the melting 
rates are displayed graphically and define the range of validity of a simple treatment of 
this problem based on Nusselt's method. For a two-component system, illustrative calcu­
lations are made for the condensation of a refrigerant vapor on melting ice. 

Introduction 

The heat transfer problem involved in simultaneous vapor con­
densation and melting of the condensing surface has been analyzed 
by Tien and Yen [l]1 and more recently by Yen, Zehnder, Zavoluk, 
and Tien [2]. The former study treats a pure vapor condensing on 
a vertical melting solid, while the latter study is concerned with 
the effect of noncondensable gases on film condensation-melting 
heat transfer. These workers assumed that the condensing vapor 
and the melting solid are of the same material and that the 
Prandtl number of the material is much greater than unity. The 
present analysis considers a gravity-flow, condensation-melting 
system involving two materials of immiscible liquids. In addition, 
the analysis accounts for the effects of arbitrary Prandtl number 
and the subcooling of the solid material below its melting tempera­
ture. These effects can be important in several applications of 
technical interest. For example, in the freeze-desalination process, 
ice is melted by direct contact with a refrigerant vapor that is in­
soluble in water [3, 4]. Also, the melting attack of structural mate­
rials (e.g., steel) by metal vapors or ceramic fuel vapors is of inter­
est in safety studies of fast-breeder nuclear reactors [5]. 

The mathematical formulation of the problem is similar to the 
boundary-layer analysis developed by Koh, Sparrow, and Hartnett 
[6] in their classic paper on laminar film condensation, except that 
we allow for mass addition at the solid surface due to melting. Re­
sults are obtained from an integral solution of the boundary-layer 
equations. The reliability of the present integral method is estab­
lished by comparing its predictions to available exact (similarity) 
solutions for laminar film condensation in the absence of melting 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division September 8,1975. Paper No. 76-HT-AA. 

[6] and for laminar film condensation with melting when only one 
material having a large liquid Prandtl number is considered [1], 
The problem involves a large number of independent physical pa­
rameters. Accordingly, we propose to proceed by considering (i) a 
one-component problem for a wide range of Prandtl numbers and 
(ii) a two-component problem for physical parameter values that 
correspond roughly to the technologically important organic 
vapor-ice systems. Numerical results for the one-component sys­
tem are displayed graphically and define the range of validity of a 
simple treatment of this problem based on Nusselt's method [7]. 

Physical Model 
A schematic diagram of the physical model and coordinate sys­

tem is presented in Fig. 1. A relatively cold vertical solid surface 
(material 2) is exposed to a large volume of pure hot vapor (materi­
al 1). The heat released due to vapor condensation on the solid sur­
face is divided among energy convection by the falling condensate-
melt film, melting of the solid, and heat conduction into the solid. 
The liquids from melting and condensation are assumed to flow 
side by side as a composite laminar falling film; i.e., dropwise con­
densation of the vapor onto the melt layer does not occur. The 
temperature at the melting surface is the melting temperature, 
Tmp, of the solid material. The temperature of the solid far from 
the melt interface is maintained at Tn(T0 < Tmp), while the vapor 
is saturated at its temperature TU(TU > Tmp). Phase transforma­
tions occur under steady-state conditions. In order to simplify the 
analysis, the coordinate system chosen is fixed to the vapor con­
densate-melt interface. In this coordinate system, the interior of 
the solid moves toward the stationary melting surface with con­
stant velocity equal to the melting velocity. While the melting rate 
is a function of x, it is assumed here that the geometry change of 
the melting surface can be neglected. In addition, as is usual in 
theories of laminar film condensation, we neglect effects related to 
liquid film surface instabilities. Finally, physical properties that 
appear in the governing equations are considered to be constant. 
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Analysis 
Governing Equations. The underlying boundary layer equa­

tions incorporating the aforementioned assumptions are similar to 
those developed in reference [6) and need not be repeated here. 
These partial differential equations can be transformed to ordi­
nary differential equations by the following similarity transforma­
tions for the liquid condensate layer (material 1) and melt layer 
(material 2): 

(iJ Liquid condensate layer. 

(ii) Melt layer. 

( 
g )1/4 

1)1= -- Y 
4V12X 

dF l Ul = 2(gX)l/2-
dl)l 

(
V12g) 1/4 (dFI ) VI = -- 1]1-- 3FI 
4x dl)l 

( g) 1/4 
1)2= -- Y 

4V22X 

dF2 U2 = 2(gx)1/2-
dl)2 

V2 = (V22g) 1/4 ('12 dF2 _ 3F2) 
4x d'l2 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

The momentum and energy equations for the film-by-film flow 
then become: 

FIlii + 3FIF I /l - 2(FI')2 + 1 = 0 

81/1 + 3Prl F I8I' = 0 

F 2/1' + 3F2F2/1 - 2(F2')2 + 1 = 0 

(7) 

(8) 

(9) 

(10) 

where the superscript prime denotes differentiation with respect 
to 1)1 or '12 and 81 and 82 are dimensionless temperatures defined by 

8( )
_TI('IlJ-Tmp 

1 1]1 -
Tv - Tmp 

8 ( ) 
_ T 2('I2) - T mp 

2 '12 -
Tv - T mp 

(11) 

(12) 

The boundary layer equations for each film are connected 
through compatability conditions at the liquid condensate-melt in-

terface (y = 0). These conditions are 

J.Ll (aUl) = J.L2 (aU2) kI (aTI) = k2 (aT2) (13)\ 
ay y=o ay y=o' ay y=O ay y=o 

UI(X, 0) = U2(X, 0), VI(X, 0) == V2(X, 0) = 0, 

TI(x, 0) = T 2(x, 0) (14) 

In terms of the transformed variables they become 

FI/I(O) = aF2/1(0), 0r'(0) == b02'(0) (15) 

Fr'(O) = F 2'(0), FI(O) = F 2(0) = 0, 01(0) = 02(0) (16) 

where 

a=(P2J.L2)1/2 (17) 
PIJ.Ll 

b = k2 (~)1/2 (18) 
kI V2 

Koh, Sparrow, and Hartnett [6) have shown that the shear force 
at the liquid condensate-vapor interface (y = 01) is not negligible 
at high rates of condensation of low Prandtl number liquids. 
Denny and Mills [8) have shown that for gravity-flow film conden­
sation, the shear force at the vapor interface is equal to the mo­
mentum given up by the condensing vapor. Thus, the momentum 
balance at y == 01 is 

1'1 (aUI) = [Ul (VI _ Ul dOl)] 
ay y=ol dx y=OI 

(19) 

Energy conservation at the liquid condensate-vapor interface re­
quires that 

(
aTl) [dOl] kl - = -LvPl Vl- Ul-
ay y=OI dx y=OI 

(20) 

After introducing the transformed variables, equations (19) and 
(20) take the form 

Fl/l(7JOI) + 3Fl(7JOI)Fl '(7JOI) = 0 

-Nl Ol '(l)ol) + 3PrlF l (7JOI) = 0 

where Nl is the condensation parameter defined by 

_ cl(Tv - T mp) 
N 1 = ....:.:...::---'-='-

Lv 

The temperature condition Tl = Tv at y = 01 results in 

(21) 

(22) 

(23) 

__________ ~ornenclature ____________________________________________________________________________ ___ 

a = dimensionless PJ.L ratio, equation (17) 
b = dimensionless k/vl /2 ratio, equation 

(18) 

c = heat capacity 
F I , F2 = dimensionless similarity velocity 

variables 
g = acceleration due to gravity 
h = thermal conductivity 
Lf = latent heat of fusion for material 2 
Lv = latent heat of vaporization for materi­

all 
ms = local rate of melting at the solid sur­

face per unit area 
mv = local rate of vapor condensation per 

unit area 
ms,Nu = local melting rate based on the 

Nusselt approximation 
mv,Nu = local condensation rate based on 

the Nusselt approximation 

Journal of Heat Transfer 

N 1 = condensation parameter, equation 
(23) 

N2 = melting parameter, equation (27) 
Pr = liquid Prandtl number 
tss = time to achieve steady-state tempera-

ture profile in melting solid 
T = temperature 
U = velocity component in x-direction 
v = velocity component in y-direction 
x = coordinate in the direction of flow, Fig. 

1 
y = transverse coordinate measured from 

liquid condensate-melt interface, Fig. 1 
Ci = thermal diffusivity of melting solid 
[3 = '10.1'102 
01 = condensate film thickness 
02 = melt film thickness 
oT = thermal boundary layer thickness in 

melting solid 
'Ir, '12 = dimensionless (similarity) coordi-

nates, equations (1) and (4) 
'101 = dimensionless condensate film thick­

ness, (g/4VI2X)l/401 
'102 = dimensionless melt film thickness, 

(g/4V22x)l/402 
Or, 82 = dimensionless temperatures, equa-

tions (11) and (12) 
f,L = absolute viscosity 
v = kinematic viscosity 
P = density 

Subscripts 

1 = liquid condensate film (material 1) 
2 = melt film (material 2) 
2,8 = solid (material 2) 
mp = mehing point (material 2) 
o = conditions in the solid at large dis­

tances from the melting surface 
V = vapor 
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0 i ( W = i (24) 

The energy conservation condition at the melting surface (y = 

52)
2 is [9] 

k2(—) = [Lf + c%s(Tmp ~ T0)]p2V2(82) (25) 
\ ay /y=s2 

Since our coordinate system is fixed to the condensate-melt inter­
face, the solid material appears to be moving toward the film with 
constant mass flux p2u2(£2). Equation (25) states that the heat con­
ducted to the melting surface is equal to the heat of melting plus 
the sensible heat required to raise the solid temperature to the 
melting point. In terms of the transformed variables, equation (25) 
becomes 

JV202'(W + 3 P r 2 F 2 ( W = 0 (26) 

where N2 is the melting parameter defined by 

= c2(Tu - Tmp) 

Lf + c2,s(Tmp - To) 

Two other boundary conditions to be satisfied at the melting sur­
face are T2 = Tmp and u2 = 0, or in terms of the new variables, 

fl2(W = 0 (28) 

and 

*Y(W = 0 (29) 

The local condensation rate, mB, and melting rate, rhs, are 

-m„ = pi m - Ul~T (3°) 

ms = p2v2(&2) (31) 

In terms of the transformed variables, they are given by 

Prim„ / 4x \ 1/4 
fvim„ I 4x \ ' 

P1JV1 W g / 
and 

Pr2m s 

p2N2 Uw 
1/4 

i'(i)Sl) 

; 82'(VH) 

(32) 

(33) 

It is seen from the foregoing equations that once the dimensionless 
temperature gradients fli'^) and 62'(i]s2) are determined, the 
melting rate and vapor condensation rate follow immediately. The 
governing conservation equations (7)-(10) combined with the 
boundary conditions (15), (16), (21)-(24), and (26)-(29) suffice to 
determine fli'ft)^) and fl2'(r/j2). 

Method of Solution. Accurate predictions of melting and con­
densation rates can be obtained by employing the integral tech­
nique (von Karman-Pohlhausen type). To solve the problem by 
this computational method the governing conservation equations 
(7)-(10) are replaced by their integral forms3 and physically rea­
sonable polynomial forms for the velocity and temperature fields 
are postulated, involving unknown constants ("shape" factors). In 
the present work, a second-degree polynomial in i;i(or 7/2) was used 
for both the velocity and temperature profiles (a quadratic velocity 
profile corresponds to a cubic profile for Fi or F2). Upon substitut­
ing the assumed profiles into the integrated conservation equa­
tions, carrying out the integrations, and making use of the bound­
ary conditions, there follows a system of algebraic equations relat­
ing the unknown constants to the dimensionless parameters a, b, 
Ni, N2, Pri , and Pr2. This algebraic system only involves equa­
tions of second degree and is easily solved by simple iteration tech­
niques. Once the constants have been determined, one can then 

2 Note that in the coordinate system chosen here, 52 takes on negative 
values (see Fig. 1). 

3 A similar integral formulation has been used in reference [10]. 

VAPOR 
CONDENSATION 

Fig. 1 Schematic diagram of composite melted solid-vapor condensate 
film flowing under gravity, with coordinates fixed to the liquid-liquid inter­
face 

calculate condensation and melting rates from equations (32) and 
(33). 

N u s s e l t A p p r o x i m a t i o n 
In the Nusselt method, the nonlinear inertia terms in the liquid 

film momentum equations, the energy convection terms, and the 
shear forces at the vapor-liquid condensate interface are neglected. 
In this case, the momentum equations (7) and (9) are easily inte­
grated to give quadratic velocity profiles in the falling composite 
film, and solution of the energy equations (8) and (10) results in 
linear temperature profiles in the film. The condensate and melt 
film thicknesses are determined from the following equations: 

pNJPn 

K)G*~'+i) 

Vli = 

where (3 is obtained by solving the cubic equation 

1 „ 1 „ 1 / 1 bN1Pi2\ 1 WViPr2 
0s--B2 + -(l ^ - ^ 1 0 + 33 _ _ 

a a 2 \ 
i 1 bN1Pr2\ 

a Af2Pr i / ' 
= 0 

(34) 

(35) 

(36) 
3 AT2Pri 

Note that the film thickness ratio /3 is a negative number since 61 > 
0 while &2 < 0. The condensation and melting rates are then given 
by 

Pr1m„,Nu / 4x \ !/4 _ oPr2mSiNu / Ax \ iA» b 

"2', 

u,Nu / 4s y 
(37) 

piiVi \i>izg/ p2N2 \v2
2g/ injjj - ris2 

Closed-form expressions can be obtained for the single material 
system. Setting a = b = 1 in the expressions (34)-(37) leads to the 
following form for the phase change rates: 

fix \ itt _ rfjsNu /4x\ V* 1 1 Pr \ 1/4 

\v 
m»,Nu yNu / f £ \ ! / 4 _ *»,Nu / 4 X \ V* _ J_ / Pr \ 

Vi Wg) ~ pN2 \i>2g) _ P r W i + W2/ 
(38) 

pJVi \u2g/ pN2 

which corresponds to equation (50) of reference [1]. 
The Nusselt approximations have been discussed in reference 

[6] for the case of gravity-flow film condensation. The conclusion is 
that the error in the heat transfer introduced by the Nusselt meth­
od is less than 10 percent for Pr > 1 and the condensation parame­
ter Ni < 0.5. The validity of Nusselt's method when melting oc­
curs may be determined by comparison with the integral-method 
calculations which are presented in the next section. If Pr > 1 and 
Ni < 0.5, the Nusselt solution is found to be accurate to within 10 
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Sparrow, and Hartnett (reference [6]) (reference [1]) 

percent providing that the melting parameter N2 < 0.2. Values of 
N\ less than 0.5 are quite common in terms of engineering or ex­
perimental practice. However, since Lf can be considerably less 
than Ltt, values of N2 as large as 10.0 are possible. This fact plus 
the need to consider liquid film inertia effects for low Prandtl 
numbers makes the usefulness of the Nusselt method rather limit­
ed. 

Results and Discussion 
Condensation-melting heat transfer results have been obtained 

via the integral method for the following cases: For the one-compo­
nent system where the condensing vapor and the melting solid are 
of the same material, melting rates were obtained for Prandtl 
numbers between 0.1' and 100, for Ni between 0.001 and 1.0, and 
for N2 ranging from essentially zero to 10.0. For the two-compo­
nent system, melting and condensation rates were obtained for Pri 
= Pr2 = 4.0, a = 1.0, and b = 7.0; for Nt between 0.001 and 1.0 and 
for Ni between 0.01 and 10.0. These physical parameter values are 
representative of organic vapors condensing on ice. 

One-Component System. Melting rates are presented in Figs. 
2-5, which correspond, respectively, to melting parameters (N2) of 
essentially zero, 0.1, 1.0, and 10.0. Note that the melting rates are 
normalized by the rate predicted by the Nusselt method (equation 

(38)). In Fig. 2 for N2 -*• 0, the reliability of the present integral 
method is established by reproducing within 4 percent the exact 
(similar) solutions of Koh, Sparrow, and Hartnett [6] for gravity-
flow film condensation in the absence of melting. Of course, these 
authors did not report a normalized melting rate but instead a 
heat flux to the condensing surface (normalized by the Nusselt 
heat flux). The two normalized quantities, however, are identical. 

The effects of increasing the melting parameter N2 are readily 
seen by comparing Figs. 3, 4, and 5 with Fig. 2. Turning first to Fig. 
3, it is seen that, while the curves for the melting rate retain their 
shape, the melting rate decreases relative to the simple Nusselt 
value. For high Prandtl number liquids, this is due to the fact that 
melting creates a normal velocity at the melting surface. The inter-
facial velocity acts to reduce the steepness of the temperature gra­
dient and, consequently, decrease the heat flux to the melting sur­
face. This "self-shielding" mechanism is well-known from the 
study of mass transport phenomena [11]. We note that reductions 
in the normalized melting rate are most dramatic for the low 
Prandtl number liquids. This is expected, since for low Prandtl 
number liquids, inertia effects and liquid-vapor interfacial shear 
lead to reduced normalized heat fluxes, as has been established in 
reference [6]. These effects become more pronounced as the film 
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thickness increases with melting (i.e., as N2 increases). Proceeding 
to Fig. 4 for N2 = 1.0, we observe that increased melting causes 
even further reductions in the normalized melting rate; in fact, the 
melting rate falls below the Nusselt predictions even for high 
Prandtl number liquids. While increased melting tends to increase 
the heat flux at the melting surface due to energy convection when 
PI' » 1, the interfacial shielding effect appears to be large enough 
to dominate. The effects of melting are demonstrated even more 
dramatically in Fig. 5. It is seen that the melting rate is remarkably 
insensitive to the condensation parameter N 1. Since N2 » Nl, the 
entire resistance to heat flow across the falling film is due to melt­
ing and hence the condensation parameter does not enter into the 
problem. In this limit, it can be shown that boundary conditions 
(21) and (22) simplify to F"(1/o1) = 0 and F(1/o,) = 0, making it rela­
tively easy to integrate the governing equations numerically. Fig. 6 
shows the results of such (exact) calculations and compares them 
with predictions based on the integral technique. The good agree­
ment again demonstrates the correctness of the integral method 
approach. 

Further indication of the reliability of the present integral meth­
od can be gained from Fig. 4, which compares melting rates as pre­
dicted by an exact (similarity) solution by Tien and Yen [1) for the 
case PI' » 1.4 The maximum deviation between the present results 
(Ind those of reference [1) is about 4 percent. Tien and Yen also re­
ported an integral-method treatment of condensation-melting heat 
transfer. In their formulation, which is restricted to a one-compo­
nent system, no distinction is made between the melt and vapor 
condensate components within the film. In the present formula­
tion, the film is always treated 'as a two-component film-by-film 
flow, even if the condensing vapor and melting solid are of identi­
cal materials. This method has the advantage of properly account­
ing for the distortion in the temperature profile due to "blowing" 
effects within the film caused by simultaneous melting and con­
densation. The Tien-Yen method yields closed-form expressions 
for the melting and condensation rates; however, their results ap­
pear to be considerably less accurate than our integral solutions 
when the relative rate of melting to condensation is greater than 
unity (N2/Nl > 1.0). 

It should be mentioned that since Lv> Lf + cs(Tmp - To) for 
most materials, the results in Figs. 3 and 4 for parameter values Nl 
> N 2 would be of little practical significance. 

Two-Component System. Here we present calculations for 
the case where the condensing ~apor and the melting solid are of 
different materials of immiscible liquids. The calculations were 
made using physical parameter values which correspond approxi­
mately to the Freon 114-ice system (and which correspond roughly 
to most organic refrigerant vapor-ice systems). 

The local melting rate is plotted in Fig. 7, and the local vapor 
condensation rate is plotted in Fig. 8. The dashed curves represent 
the results obtained from Nusselt's method. The increased rate of 
melting that accompanies increased melting parameter N2 is illus­
trated in Fig. 7. It is seen that increased vapor condensation onto 
the melt layer (i.e., increasing N I ) decreases the rate of melting at 
the solid surface (for N2 constant). This is obvious since the resis­
tance to heat flow to the melt layer is proportional to the thickness 
of the liquid condensate layer. In Fig. 8, we observe a slowly in­
creasing vapor condensation rate with increasing melting parame­
ter N2. This behavior differs from that of the one-component sys­
tem5 and is directly related to the large value assigned to the pa-

4 Tien and Yen obtained exact similarity solutions only for melting pa­
rameters between 1.0 and 1.8. Our experience with vapor condensation prob­
lems seems to indicate that the case Pr » 1 constitutes the most stringent 
test of the accuracy of the integral method (see Fig. 2). This is probably due 
to the fact that energy convection effects are most important as PI' ~ 00. 

5 For the one-component system, the vapor condensation rate decreases 
with increasing melting parameter. This can readily be seen from the Nus­
selt solution, equation (38). 
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rameter b. Due to the relatively large thermal conductivity of the 
melt layer, the temperature difference across the liquid condensate 
film decreases slowly with increased melting rate. On the other 
hand, the thickness of the condensate film decreases relatively 
rapidly with increased melting (since it moves at a higher speed) 
and consequently tends to increase the vapor condensation rate. 

Validity of the Model 
We shall now consider some of the approximations exploited 

herein and examine their physical validity. 
The assumption of a plane melting interface is a useful approxi­

mation when x is large enough to ensure that the film thickness 
and the melting rate vary slowly with x. Generally, one anticipates 
that the principal effect of geometry distortion in the leading edge 
region of the melting solid would be equivalent to some shift in the 
effective location of the leading edge (x = 0). This assumption was 
first exploited for solving steady-state film condensation-melting 
problems in references [1, 2]. It has been used extensively, how­
ever, for solving the problem of the steady melting of a flat plate in 
a warm laminar stream (see, e.g., [12,13)). 

As long as the melting solid is large compared with its thermal 
boundary layer thickness OT = CX/V2(02), transient effects in the 
solid are negligible. The relaxation time to steady state, tss , is easi­
ly seen to be comparable to the time it takes the thermal wave 
thickness to span one steady-state boundary layer thickness, 
namely, tss ~ OT2/rx = rx/[V2(02lF. Landau [14) in his classic paper 
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on heat conduction in a melting solid provides a more rigorous der­
ivation of this criterion. In terms of the dimensionless parameters 
used here, we have for a single component system 

2(iVi + JV2)1/2*1/2 . 
ss~(™sMs,Nu)2JV2

2Prg1/2 

As an example, we choose the typical conditions N2 ~ 1.0, N\ ~ 
0.1, and Pr = 1.0. For these conditions, the time required to 
achieve steady state is 0.07 s at x = 1 cm and 0.2 s at x = 10 cm. In 
steady-state melting, the effect of solid subcooling is simply to 
modify the heat of fusion, as indicated by equation (25) (see also 
references [12, 15]). 

Our treatment of condensation-melting heat transfer involving 
two materials requires that the vapor condense as a film on the 
melt layer. At present, there is no direct experimental evidence to 
either verify or contradict the two-film description given here. 
However, it is reasonable to suppose that the criterion used to dis­
tinguish between film condensation and dropwise condensation on 
solid surfaces is applicable here [16, 17]. Namely, if the condensing 
material liquid spreads spontaneously on the melt layer (i.e., has a 
positive spreading coefficient) the vapor will condense as a film on 
the melt layer; if the spreading coefficient is negative, one expects 
the vapor to condense as drops on the melt layer. The film-by-film 
flow concept may still be applicable in the case of dropwise con­
densation, providing that the condensed drops moving on the melt 
layer flow together and cover large areas of the melt film below. 
From a consideration of spreading coefficients for organic liquids 
on water [18], it appears that the composite flowing film assump­
tion is valid for many organic vapor-ice systems. We might remark 
that the use of a film-by-film model for immiscible liquid pairs is 
not without precedent. An identical approach has been used in ref­
erence [19] to treat condensation of binary vapor mixtures of im­
miscible liquids. 

It is recognized that part of the N1-N2-PT parameter space in­
vestigated here is physically unrealistic in certain condensation-
melting systems. For low-viscosity liquids, values of Ni/Pii and/or 
N2/P12 greater than unity would lead to turbulent flows beyond x 
~ 10 cm. Nevertheless, laminar flow models can prove to be quite 
useful in correlating heat-transfer data for turbulent films. 

Finally, it should be mentioned that in reference [2] theoretical 
predictions (based on a model of this type for Pr » 1) of melting 
heat-transfer coefficients were found to be in good agreement with 
experiments involving steady-state steam condensation on a verti­
cal ice plate in the presence of air. 

S u m m a r y 
An integral method of solution has been used for the calculation 

of phase-change rates during steady-state vapor condensation onto 
a vertical melting surface. The analysis allows for the possibility 
that the condensing vapor and melting solid are of different mate­
rials of immiscible liquids and accounts for the effects of both li­
quid film inertia and shear at the condensing vapor-liquid film in­
terface. 

The results show that for the one-component system, the pa­
rameters governing the condensation-melting process are Pr, N± = 
c(T„ - Tmp)/Lu, and N2 = c(T„ - Tmp)/[Lf + cs(Tmp - T0)}. It is 
shown that when iVi « N2 the vapor condensation rate is negligi­
bly small compared with the melting rate and hence only two pa­
rameters Pr and N2 are important. A simple treatment of the 
problem based on Nusselt's method was found to overestimate the 
melting rates. Numerical results for the two-component system 
were limited to organic refrigerant vapor condensation onto melt­
ing ice. However, using the computational method presented here, 
other combinations of condensing vapor and melting solid may be 
treated with equal facility. 
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Transport-Reaction Mechanism of 
Mist Formation Based on the 
Critical Supersaturation Model 
The transport-reaction mechanism of mist formation in a convective field is discussed on 
the basis of a "critical supersaturation model." Analyses are performed for mist forma­
tion conditions, mist region, and vaporization rate, and are verified experimentally by 
using a naphthalene sublimation technique. 

1 Introduction 

Mist formation in the vaporization-condensation process is 
sometimes observed as "fog" or "mist" in meteorological aspects. 
Such a phenomenon usually should be avoided in industrial pro­
cesses. For example, sodium mist formation in the Fast Breeder 
Reactor results in serious accidents due to the deposits of sodium 
inside the devices. In the case of cooler-condensers for vapors, 
"misting" or "throwing fog" is often associated with the loss of 
valuable or noxious materials in the condenser effluent. 

When mist formation occurs, the concentration gradient be­
comes steep at the vaporizing surface, and the vaporization rate in­
creases in comparison with the rate predicted under the assump­
tion that vapor condensation does not occur. In this case, the criti­
cal conditions for mist formation are affected by many factors such 
as the presence of foreign nuclei, their characteristics, and the tur­
bulence level in the flow field. With reference to the theoretical 
analysis, two basic models are suggested; a "saturation model" [l]1 

and a "critical supersaturation model (C.S.M.)." 

Turkdogan and Mills [2, 3] illustrated the enhancement of diffu­
sion limited vaporization rates for the case of molten iron nickel al­
loys evaporating into helium, and suggested a transport-reaction 
mechanism based on the notion that the condition occurs where a 
"critical supersaturation" is achieved. Rosner [4] cast the critical 
supersaturation model into a more lucid and usable form with the 
help of several reasonable physical approximations. Epstein and 
Rosner [5] examined the validity of "C.S.M." for predicting mass 
transfer effects of nonequilibrium fog formation in a thermal 
boundary layer. 

In this paper, the transport-reaction mechanism of mist forma-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 20,1975. Paper No. 76-HT-CC. 

tion in a convective field is discussed generally, Analyses are per­
formed for mist formation conditions, mist region, and also vapor­
ization rate for a given degree of supersaturation on the basis of 
the boundary layer theory, and are verified experimentally by 
using a naphthalene sublimation technique. Specifically this paper 
deals with the case of mist formation of subliming naphthalene 
vapor on foreign nuclei which are fully contained in the air field. 
This kind of mist formation is different from mist formation based 
on self-nucleation which is not dependent on foreign nuclei. But 
this condition is not unreasonable for discussing the mechanism of 
C.S.M., since it is considered that some degree of supersaturation 
must be necessary for solid state condensation on foreign nuclei. 
As for mist formation on foreign nuclei, several papers have been 
published in connection with aerosol generation. Davis and Liao 
[6] analyzed the aerosol growth with Poiseuille flow based on the 
studies of Nicolaon, et al. [7], Davis and Nicolaon [8] examined the 
effect of foreign nuclei on aerosol nucleation and growth. This kind 
of mist formation is different from solid state condensation, which 
is discussed in our paper, and is treated on the basis of a saturation 
model. 

In the present context the term "mist" is consistently employed 
instead of the expressions "dust" or "fume," although it is not 
strictly suitable in considering the fact that condensed naphtha­
lene is solid under the experimetal temperature conditions. 

2 Observations and Mechanism of Mist Formation 
2.1 Experimental Apparatus and Observations. Experi­

ments were carried out by using a vertical flat plate of solid naph­
thalene heated at uniform surface temperature around which lami­
nar natural convection took place. A schematic diagram of the test 
setup is presented in Fig. 1. Construction of the flat plate is com­
posed of an aluminum plate coated with naphthalene and heaters 
which are divided into four sections to control surface tempera­
ture. The surface temperature is measured at several fixed points 
by 0.1-mm copper-constantan thermocouples attached to the alu­
minum plate and are corrected by taking account of the tempera-
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ture drop in the naphthalene layer. Velocity and temperature pro­
files are measured also at several positions above the plate in order 
to ascertain that the boundary layer is laminar. The naphthalene 
mist was observed by means of the scattering of a slit beam thrown 
parallel to the wall. Experiments were made under the condition of 
constant ambient temperature, - 1 0 ~ 20°C, and the wall tempera­
ture was changed gradually by controlling each heater until mist 
had appeared. The photographs in Fig. 2 show the shape of the 
mist. Thus, at a certain wall temperature, a narrow mist strip ap­
peared at some distance apart from the wall (Fig. 2 (a)). Further­
more, when the difference between wall and ambient temperature 
is increased, the width of the mist region tends to widen and its 
inner boundary (i.e., near to the wall) seems to be close to the wall 
(Fig. 2(6)). In any case, the inner boundary of the mist region rep­
resents a very definite profile, and therefore it would be justified to 
regard this boundary as the nucleation boundary. Then, the criti­
cal degree of supersaturation for naphthalene vapor crystallization 
on foreign nuclei is to be evaluated experimentally from the criti­
cal condition at which mist has appeared. Namely, the critical de­
gree of supersaturation, which is defined as the ratio of partial 
pressure to saturation pressure at the critical mist formation point, 
is obtained with the help of the partial pressure profile, the tem­
perature profile, and the Clausius-Clapeyron relation as follows: 

SCrit — PclPs 

P/Pw = ( l - y/s")2 

T-Ta 

Ps = exp (A + BIT) 

(1) 

(2) 

(3) 

(4) 

The partial pressure profile, equation (2), and the temperature 
profile, equation (3), are Squire's solutions for laminar natural 
convection over a vertical flat plate. A detailed discussion is found 
later (see Section 3.1). 

Fig. 3 shows the plot of Scrit versus 1/T by experiments, and the 
following relation is obtained: 

SCrit = exp (-7.85 + 2795/T) = exp (A' + B' •IT) (5) 

This expression is equivalent to that suggested by Rosner [4] as 
SCrU — exp (A' + B'/T) where A' and B' are constants. The forego­
ing result is obtained under ordinary aerosol conditions assuming 
that sufficient foreign nuclei are present (i.e., number concentra­
tion of 104 ~ 105 particles/cm3), in the region of interest. It follows 
that a certain degree of supersaturation is required for naphtha­
lene vapor crystallization on foreign nuclei, thus the analysis based 
on C.S.M. is justified. 

2.2 Mechanism of Mist Formation in a Convective Field. 
Let us consider the mechanism of mist formation based on C.S.M. 
in the convective field. Fig. 4 shows a schematic diagram of sug-
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Fig. 1 Schematic of experimental apparatus 

gested pressure profiles in the boundary layer. The solid line de­
notes the actual pressure profile of condensable gas, while the dot­
ted line is for a saturation pressure profile corresponding to the 
temperature field, and the chained line is for the critical pressure 
profile required for mist formation. It can happen that the vapor 
pressure is much higher than the saturated vapor pressure in the 
boundary layer because of the pronounced decrease of vapor pres­
sure with decreasing temperature and equilibrium condition at the 
vaporizing surface. In the case of (a) in Fig. 4, mist formation does 
not occur because the actual pressure is lower than the critical 
pressure at any point in boundary layer. On the other hand, when 
actual pressure exceeds the critical pressure at any point as shown 
in Fig. 4(6), the necessary condition for nucleation of the condens­
ing phase is satisfied and mist formation occurs. With regard to 
the possibility of smaller steady-state fluxes, it seems reasonable 
to assume that once Pc has been achieved locally, the actual vapor 
pressure P can not exceed Pc in the cooler parts of the boundary 
layer. It follows that the maximum flux compatible with local at­
tainment of Pc occurs when the actual vapor pressure profile is 
tangent to Pc as shown in Fig. 4(c). Here, we first confine our at­
tention only to an arbitrary section of the flat plate (x = xo) for the 
sake of illustration, Fig. 4(c). This tangency condition, expressed 
as equation (6), simultaneously defines the point N at which crys­
tallization commences within the thermal boundary layer and 
thereby determines the actual steady-state vapor pressure gradi­
ent established in the presence of mist formation. Another condi­
tion for steady-state mist formation is represented as equation (7). 
This is a mass balance equation concerning the mist formation rate 

-Nomenclature. 
A,B = constants in equation (4) 
A',B' = constants in equation (5) 
Ci,C2 = constants in equation (10) 
D = diffusion coefficient 
g = gravitational acceleration 
Le = Lewis number 
m = rate of mass flux 
mr = rate of mist formation 
P = vapor pressure 
Pc = critical vapor pressure 
Ps = saturation vapor pressure 
Pr = Prandtl number 
Ru = gas constant 
•5Crit = critical degree of supersaturation 
T = absolute temperature 
t = temperature 

u = velocity in the x -direction 
u = velocity in the y -direction 
x = vertical distance 
y = horizontal (normal to vaporizing sur­

face) distance 
a = thermal diffusivity 
(3 = coefficient of thermal expansion 
& - thickness of velocity boundary layer 
8' = thickness of thermal boundary layer 
5" = thickness of vapor pressure boundary 

layer 
8/v = thickness of inner boundary of mist 

region 
<5o = thickness of outer boundary of mist 

region 

•q = nondimensional boundary layer thick­
ness, «"/«' 

£ = nondimensional thickness, SNIS' 
v = kinematic viscosity 

Subscripts 

c = critical 
N = inner boundary of mist region (nuclea­

tion point) 
—N = entering into point N 
+N = leaving from point N 
0 = outer boundary of mist region 
s = thermodynamic saturation 
w = at wall 
°° = far from the vaporizing surface 
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which the mist is re-evaporated and vanishes. The photograph in
Fig. 2(c) was taken under the condition of a nonuniform wall tem­
perature gradually rising in the positive x-direction. In this case,
the mist originates at some distance from the leading edge within
the boundary layer at which the critical supersaturation is at­
tained. Therefore it seems reasonable that the inner boundary of
the mist region is not the same trace which is drawn by the mist
which originated at the leading edge of the flat plate, but all the
points on the inner boundary can be considered as the nucleation
boundary.

Fig. 4 Schematic diagram 01 the suggested pressure prollles In the
boundary layer

3 Theoretical Analysis
Based on the discussion in the preceeding section, the analysis

of the mist formation condition i~ laminar natural convection over
a vertical flat plate is presented as well as mist region and en­
hancement of mass transfer rate. The following assumption are in­
troduced in the analysis:

1 The analysis is restricted to the laminar regime.
2 The fluid treated here is two-dimensional noncompressible

steady flow.
3 A two-phase mixture of well dispersed mist, vapor, and air is

treated, and its fluid properties are constant throughout the
boundary layer.

4 The latent heat of mist formation and its effect on the veloci-

(c)

\

dP/dylN = dPe/dyIN, PN =Pe.N (6)

mr ;:::; m-N - m'+N (7)

m-N= -D/RvT.dPe/dyIN+ VN·Pe/RvTN (8)

m'+N= -D/RvT.dPs/dylN + VN·Ps/RvTN (9)

mr = Cl' exp (-Cz/T) (10)

m+N = m-N - mr (11)

mr at point N. In steady state, mr should not exceed the difference
between the vapor flux entering into N, m-N and that leaving
from N, m+N which is restricted by its minimum possible value
corresponding to the gradient of saturation pressure profile. The
mist formation rate mr, which seems to be similar to a chemical re­
action rate, depends on the concentration of foreign nuclei on
which naphthalene vapor crystallizes, and on temperature of sur­
rounding medium, etc., and thus it is expressed from the kinetic
point of view as equation (10). From mass balance condition at N,
the vapor flux leaving from N, m+N is given as equation (11).

The appearence of the narrow strip mist corresponds to the sin­
gular case for which the equality holds in equation (7). In this case,
a sudden decrease of the actual vapor pressure occurs at point N,
and drops to the saturation line corresponding to the temperature.
On the other hand, in case that mr < m-N - m'+N also the actual
vapor pressure suddenly decreases; however, a certain degree of
supersaturation would be maintained at point N. This state of su­
persaturation continues from point N to point 0, where the actual
pressure line intersects the saturation pressure line. Thus, exces­
sive vapor as shown N'Q should be served for growth of the mist
which comes from the upper stream. It should be noted that solid
line N'Q is a hypothetical vapor pressure profile in the absence of
the upper stream contribution, thus the actual vapor pressure in
this region may almost be equal to that of saturation. That is to
say, the region between N'Q is a "mist stabilizing region" in which
growth of the mist from the upper stream takes place, and beyond
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ty and temperature fields are neglected. 
5 The interfacial velocity at the wall is neglected. 
6 The mass fraction of the vapor in the free-stream is zero. 
7 Only the buoyancy force due to temperature differences is 

considered (i.e., the effect of density difference due to molecular 
weight difference is neglected). 

8 Thermal and velocity boundary layer thicknesses are ap­
proximately equal. 

Mist formation is one of the characteristic phenomena of simul­
taneous heat and mass transfer. It follows that consideration of the 
buoyancy force due to the concentration difference as well as the 
temperature difference and the velocity component of unidirec­
tional diffusion directed away from the wall must be required in 
the analysis. In our experiment for the air-naphthalene system, the 
effect of density difference due to molecular weight difference on 
the buoyancy force turns out to be no greater than 5 percent, and 
the interfacial velocity is the order of 10 - 5 m/s even if the melting 
point of naphthalene, 80.6°C, is attained. Thus assumptions (7) 
and (5) are valid. The effect of latent heat of mist formation on the 
temperature field is about 3°C when the temperature difference 
between wall and ambient is in the range 50 ~ 80°C, and cannot be 
neglected in the strict sense. In particular, the vapor pressure of 
the condensing species is affected considerably by an error of 3°C. 
But, here, we ignore these effects for the sake of analytical simplic­
ity and leave the detailed discussion for a future study. Other as­
sumptions are traditionally accepted in this kind of analysis. 

3.1 Conditions of Mist Formation. Because the argument 
was focused on the critical condition for mist formation, the tem­
perature and concentration profile in the absence of mist forma­
tion could be adopted for equations (6) and (7). Fundamental 
equations for momentum, energy, and mass balance based on the 
assumptions are presented in integral form with appropriate 
boundary conditions. 

Cu2dy=-v(-P) +g0 C (T-Ta)dy (12) 
Jo \dy/y=o Jo 

_d_ /*« 

dx 

(B. C.) 

d r6' /dT\ 
— (T„-T)udy = a(—-) . 
dx Jo \dy/y=o 

— (P. - P)udy = D (—) 
ax Jo \dy/y=o 

aty = 0;u = 0,v=0,T=Tw,P = Plo 

y~*a>;u = Q, du/dy = 0, T = T„, dT/dy = 0, 

P = P«, = 0, dP/dy = 0 

(13) 

(14) 

(15) 

Squire has solved this set of equations by approximating each 
profile in polynomial form [9]. His solutions are as follows: 

u = u * « ( 1 _ « ) 

r 
T-Ta 

Tw - T, 

P__ 

Pu,~ ( - * ) ' 
where 

5 = V = 3.93 Pr" 1 / 2 (P r + ^ ) 
21 / \ v2 ) 

(16) 

(17) 

(18) 

*1 / 4 , 5" ~ S'Le1/2 

The critical vapor pressure distribution is obtained by substitut­
ing equations (4) and (5) into equation (1) together with equation 
(17). 

/ B + B'\ 
PC=PS- Scrit = exp (A + A' + — — J (19) 

in which A = 26.59, B = -8669, A' = -7.85, B' = 2795. 
Substituting the foregoing expression and equation (18) into 

equations (6) and (7), the mist formation conditions are obtained 
as follows: 

TV 
Tw-T, 

-=(B + B')(l - Le^fKf - l)Le1 / 2 (20) 

exp 
( * • 

B + B' 

TN 

_B 
•) = (1 - Le1/2£)2 (21) 

Ci exp (-C2/TN) < 
2D(TW - T„)(£ - 1)|(B + B')PcN - BPsN] 

R„TN*6' 

(PCN-PMWN 

RVTN 
(22) 

where J = 5N/<>'-

That is to say, the nucleation boundary £ and its temperature 
are given by the solution of equations (20) and (21) that satisfies 
equation (22). 

3.2 Mist Region and Enhancement of Vaporization Rates. 
In the presence of mist formation, the concentration boundary 
layer is divided into three regions phenomenologically as seen in 
Figs. 2 and 4(c). The temperature and concentration distribution 
are also expressed by equations (16) and (17), respectively, so long 
as the latent heat of mist formation is neglected. The concentra­
tion distribution must be treated separately within and without 
the nucleation boundary, point N, at which sudden decrease of 
vapor pressure exists. In this case, the vapor pressure in the region 
beyond point N is analyzed on the assumption that the excessive 
vapor due to supersaturation in the mist region is not consumed 
for the growth of the mist which comes from the upper stream. 

(a) Region Between the Wall and the Mist Formation Bound­
ary. Supersaturation, although below the critical value, is achieved 
in this region. A mass balance equation accompanied by its bound­
ary conditions is given as follows: 

(B. C.) 

-PN)dy = D\(f) -
l \dy/y=iN 

aty = 0;P = Pw = Ps 

y = 8N; P = PN = PCN 

dP dPc 

dy dy 

\dy) y=o\ 

(24a) 

(246) 

(24c) 

The vapor pressure profile is assumed in polynomial form as fol­
lows: 

lzlK. = a + b(i\ + jyV 
Pu, - PN \SNJ \SN/ 

By using the boundary conditions equations (24a), (246), the 
foregoing equation is rewritten by 

P-PN 

PW-PN — '©-»• •>© (25) 

Substituting equation (25) and the velocity profile equation (16) 
into the basic equation (23), the following relation is obtained on 
the assumption that £ is independent of x. 

£2 d 
— ((26 + 5)£2 - 2(36 + 8)£ + 5(6 + 3)| — (ux&) 
60 dx 

2£>(6 + l) 
(26) 

On the other hand, the critical vapor pressure in the field is in­
troduced by equations (17) and (19), and its gradient at point N is 
represented by 

dPc\ _dPc dT_\ 

dy IN dT dy \N 

Journal of Heat Transfer FEBRUARY 1976 / 117 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2(B + B'){Ta-T„)(l*-l)Pcl 

TN25' 
(27) 

Substituting this equation and equation (25) into the last 
boundary condition equation (24c), another relation between £ and 
o is obtained as follows: 

(PN ~ Pw) 
b 2(B + B')PcN(Ta~T„)(\-$) 

(28) 
I TV 

The position of the mist formation boundary £ and b are given 
as the solution of the set of equations (26) and (28), and the vapor 
pressure profile is determined by equation (25). In this case, the 
rate of mass flux from the wall is given with the aid of equation 
(25) as follows: 

. _ D _ _ d P | _Db(Pw-PN) 

dy\N R0TW&N 

(29) 

(b) Region Between the Mist Formation Boundary and the 
Outer Edge of Concentration Boundary Layer. Though the region 
beyond point N is composed of two regions phenomenologically, 
analyses are performed at the same time throughout the region. 
Namely, the hypothetical vapor pressure profile is obtained by the 
analyses with the assumption that the excessive vapor in the mist 
region is not consumed for the growth of mist. Assuming the hypo­
thetical vapor pressure P'N at y = &N, the fundamental equation 
and its boundary conditions are represented as follows: 

d cb" d rSN dP I 
— u(P-Pa)dy-P'N-- Udy=~D-r\ (30) 
ax JhN dx Jo < 

dy \N 

(B. C.) 

a t y = SN;P = P'N 

y = S"; p = P„ = 0 

dy 

(31a) 

(316) 

(31c) 

(32) 

The vapor pressure profile is assumed as 

= a + b' I 
P'N V5" - hNt 

where the constants a', b', and c' are determined by the boundary 
conditions described in the foregoing. Equation (32) is rewritten 
by 

\5" - iJ \h" - bN) 

P'N" 
1-

y-SN\* /y- 6N\ / y - QN\ 

\5" - sJ W' - sj , , , (33) 
• bNJ V" - SN/ 

The hypothetical vapor pressure fjv, which is included in the 
foregoing equation, is related by a mass balance at point N, equa­
tion (34). 

D dP\ . VNP'N _ D dPc 

~ ~.RUT dy 

dP\ 
+ 

| , VNPCN 

\N RUTN 

(34) 
R0T dy \N RaTN 

Combining equation (33) with equations (30) and (34), the fol­
lowing relations are obtained, 

|ij6 - 4^5 + 57)4 - (6£5 - 20f4 + 20£3H 

+ 15£4 - 16£5 + 5£6) —(u : 
dx 

120. Din- 0 

P'N=~ 

5 

TN
2 

(35) 

n 12D(B + B')(TU,-T„)(Z-1) 
PCN • 

t „ 

PC) 

20 

10 

0 

- 1 0 

- 2 0 

-IjJ 1 

X ^ 

J 
A ^ r Mist formation 

X^y region 

I i 1 
J J 4U 3U DU / U . / 0 j . \ 

Fig. 5 Relation between the wall and ambient temperature at critical 
condition for mist formation 

the condition: P - P s 0 a t y = S0. 

P'N Vs" - hN) 
(37) 

4 Results and Discussion 
Pig. 5 indicates the relation between the wall and ambient tem­

perature at the critical condition for mist formation with respect to 
naphthalene vapor, and the cross-hatched zone corresponds to the 
nonmist condition. Such was derived by solving the system of 
equations (20) and (21), together with the expression for SCritt 

equation (5). Fig. 6 represents the calculated results of the pres­
sure profile for the example case, tw = 79°C, t„ = 28°C. The 
chained line and dotted line denote the critical supersaturation 
and the saturation pressure profile, respectively, corresponding to 
the temperature distribution (shown as a thin solid line in the 
same figure). The thick solid line from the wall to point N repre­
sents the actual vapor pressure profile, while the same line beyond 
point N' indicates the hypothetical vapor pressure profile which is 
obtained on the assumption that the excessive vapor in the mist 
region is not consumed for the growth of mist. Pig. 7 shows the 
variation of the mist region in nondimensional form with respect 
to the thermal boundary layer thickness. The experimental data 
are also plotted for comparison. Each solid curve drawn downward 
denotes the inner boundary at which the mist formation takes 
place, that is calculated by the system of equations (26) and (28). 
Each solid curve drawn upward denotes the outer boundary. Al­
though the outer boundaries of the mist regions were determined 
with the intersection of the hypothetical vapor pressure and the 
saturation vapor pressure as shown in Fig. 6, they agree approxi­
mately with the experimental results. In order to realize the calcu­
lation, the mist formation rate at point N (i.e., represented by 
equation (10)) is required. A calculation was carried out by intro-

(3£" - 8«3 + ee)5 d . „ RVTNS 
• (ux6) m. 

12 dx PcN 

2D (3£4 - 8£3 + 6£2)i d 
(36) 

V 12 dx 
(M) 

where r, = &"/&', £ = &N/&'. 
Substituting the solution of the set of equations (35) and (36) 

into equation (33), the vapor pressure profile in this region is ob­
tained. The outer boundary of the mist region 50, which corre­
sponds to the intersection of the saturation pressure profile and 
hypothetical vapor pressure, is obtained by equation (33) under 

ducing the value inversely deduced from the experimental data for 
tw = 67°C and 70°C, t„ = 0°C (shown by A in the figure). 

mr = 0.17 exp (-3840/T) (38), 

where the constants seem to depend on the concentration of for-
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Fig. 6 Calculated results of the pressure profiles for the case, l„ = 79°C, 
f„ = 28°C 

Fig. 7 Mist region in nondlmentional form with respect to the thermal 
boundary layer thickness 

eign nuclei, the jnterfacial property between the condensate and 
foreign nuclei, and the surrounding temperature. It is concluded 
that the inner boundary tends to widen inward and the outer 
boundary tends to widen outward as tu, increases while t„ remains 
constant, which is in agreement with the experiment. Fig. 8 indi­
cates the enhancement of vaporization rate due to mist formation 
calculated by equation (29). The ordinate denotes the ratio of the 
actual outward mass flux from the wall with respect to that in the 
absence of mist formation. Hence the noticable enhancement of 
vaporization rate can be perceived with the increase of the mist re­
gion in accordance with Fig. 7. 

Fig. 8 Enhancement of vaporization rates due to mist formation 

5 C o nc l us i o n 
The transport-reaction mechanism of mist formation in a con-

vective field was discussed on the basis of a critical supersatura-
tion model. Experiments were performed using a naphthalene sub­
limation technique in order to obtain some degree of supersatura-
tion of vapor pressure for mist formation on foreign nuclei. 

Analytical results for mist formation condition, mist region, and 
enhancement of vaporization rate agreed approximately with the 
experimental results. 
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Heat and Mass Transfer From 
Freely Falling Drops 
When a drop breaks free from a liquid film or feeding orifice and falls through an atmo­
sphere of lower temperature it experiences a transient heat and mass transfer process 
involving acceleration, the development of hydrodynamic, thermal, and concentration 
boundary layers in the gas, oscillation of the drop shape, and the development of inter­
nal circulation within the drop. This problem, which is of importance in evaporative 
cooling systems, has been studied experimentally for water drops 3-6 mm in diameter 
falling through air. Study of a simplified set of governing equations indicates that simil­
itude does not exist in this problem. However, it has been found that for this size range 
an approximate procedure based on the assumption of negligible internal thermal resis­
tance and an empirical transient correction factor applied to the Ranz-Marshall [I]1 

correlation could describe the data very well. 

Introduction 

Heat and mass transfer from drops has been studied extensively 
both theoretically and experimentally. In general the problems 
previously studied may be classified as steady state or transient 
and according to the importance of internal and external transport 
resistances. 

For the case of resistance in the continuous phase only, the 
steady-state heat transfer from a sphere was solved by Acrivos and 
Taylor [2] who found for Stokes flow, for Re < 1, Pe < 1 

Nu = 2 + 1/2 Pe (1) 

while for Re < 1, Pe » 1, Acrivos and Goddard [3] obtained 

Nu = 0.922 + 0.991 Pe1 / 3 (2) 

Boussinesq [4] assumed steady potential flow around an isother­
mal sphere and obtained for Re » 1, Pe » 1 

Nu = —=Pe 1 / 2 

and for the same case Watt [5] obtained 

Nu = 4.73 + 1.156 Pe1 / 2 

(3) 

(4) 

Empirical correlations for the case of steady-state heat transfer 
from solid spheres of small internal resistance have been obtained 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division presented at the Winter An­

nual Meeting, November 30-December 5,1975, of THE AMERICAN SOCI­
ETY OF MECHANICAL ENGINEERS. Revised manuscript received at 
ASME Headquarters November 25,1975. Paper No. 75-WA/HT-37. 

by Ljachowski [6], Vyroubow [7], Grober [8], and Kramer [9]. Cor­
relations for liquid drops under the same conditions have been ob­
tained by Frossling [10] and Hsu, et al. [11] and Ranz and Marshall 
[1] whose equations 

Nu = 2 + 0.6 Pr1 / 3 Re1/2 

Sh = 2 + 0.6 Sc1/3 Re1 /2 

(5a) 

(56) 

have been widely used. Lee and Ryley [12] obtained a correlation 
for heat transfer from superheated steam to evaporating water 
drops. 

The transient thermal problem has been treated by Konopliv 
and Sparrow [13] for an isothermal sphere in steady Stokes flow, 
Re < 1, subject to a step change in environmental temperature. 
The thermal boundary layer was solved for Pr » 1 for the cases of 
constant sphere temperature (infinite thermal capacity) and vari­
able temperature (finite thermal capacity). 

The case of negligible external resistance was analyzed by Kro-
nig and Brink [14] who assumed that concentrations are uniform 
on stream surfaces within the drop. The transient conduction 
problem was solved for the initial condition of uniform concentra­
tion within the drop and a step change in the environmental con­
centration and compared with the result for a stationary fluid (no 
internal circulation) with the same initial and boundary condi­
tions. 

Problems involving resistances on both sides of the interface 
have been studied using boundary layer analysis. Levich [15] stud­
ied the steady-state problem for Re < 1 and Pe » 1, while Chao 
[16] solved this problem for Re » 1, Pe » 1. The transient thermal 
problem with steady hydrodynamic conditions, initially uniform 
drop temperature, and a step change in the temperature of the 
continuous phase was solved by Chao [16], Chao and Chen [17], 

120 / FEBRUARY 1976 Transactions of the ASME 
Copyright © 1976 by ASME

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and Ruckenstein [18] for extreme Reynolds numbers, both large 
and small. 

Snyder [19] did experiments on freely falling drops immediately 
following release and during acceleration. He deduced a correla­
tion by taking dT/dx from curves fit to the experimental data. 
However, the procedure is highly sensitive to error in temperature 
measurement, which in Snyder's work was a large percentage of 
the cooling range, e.g., ±0.5°C for 2°C. His correlation is 

Nu = 0.29 Re 0 6 (6) 

In the present experiments more accurate temperature histories 
have been measured for drops in the size range 3-6 mm which is 
typical of cooling tower packing as reported by Okuno [20] and the 
transient aspect of the problem has been studied. 

D e s c r i p t i o n of t h e P r o b l e m 
When the drop breaks away from the feeding system it may os­

cillate in shape and it may have some minor internal motion 
caused by the formation process. As it accelerates internal circula­
tion is created by the shear stress on the surface and aerodynamic 
forces tend to distort the shape of the drop. A boundary layer is 
developed in the continuous phase surrounding the drop. If the 
distortion of the drop from a spherical shape is neglected the prob­
lem may be formulated as a set of axially symmetric equations ex­
pressing conservation of mass, momentum, and energy in the two 
regions with the appropriate initial and interface boundary condi­
tions. Using a boundary layer formulation, the free stream velocity 
is found from potential flow theory in terms of the instantaneous 
drop velocity, which is in turn obtained from a total force balance 
on the drop using a quasi-steady empirical drag law. Boundary 
layer separation and formation of a wake further complicate the 
situation. 

A more or less exact formulation of the problem was written [21] 
but because of the complexity no attempt was made to solve the 
equations. Instead they were used as the basis of a dimensional 
analysis. The dimensionless velocity, temperature, and water 
vapor concentration are seen to depend upon position and time in 
a prescribed way for a given set of the following dimensionless pa­
rameters: 

Re, Pr, Sc, Su, Gr, Ac, Le 

— and — 
hd lid 

where these groups have the meanings defined in the Nomencla­
ture. From this analysis it is seen that water drops of different 
sizes will not be similar in behavior because not all these parame­
ters can be maintained constant as the size is varied. 

Distortion and oscillation of drop shape is not accounted for and 
still there is a very large number of parameters required to de­
scribe the problem. A more approximate method was then devel­
oped in the hope that a simpler characterization could be found. 

A p p r o x i m a t e M o d e l s 
Continuous Phase. When a sphere is accelerated impulsively 

in a fluid, the time for the hydrodynamic boundary layer to grow 
and reach steady state is on the order t(J„/d = 1 [22]. This means 
that the boundary layer growth is complete when the drop has 
moved a distance equal to its diameter. When the acceleration is 
continuous the boundary layer is approximately the same as the 
steady-state one at a velocity only a little lower than the instanta­
neous one and therefore a quasi-steady state approximation may 
be applied with little error for all but the first few diameters of fall. 
We are interested in the process over distances up to 500-1000 dia. 
Consequently the widely used Ranz-Marshall [1] steady-state cor­
relation may reasonably substitute for all the governing equations 
for the external field. 

The Ranz-Marshall experiments employed drops of diameter 
less than 1.1 mm and without oscillation. The larger drops used in 
the present investigation were observed to undergo damped oscil­
lation after formation and these oscillations may influence the 
transport processes. Baxi and Ramachandran [23] found that in 
free convection the transverse vibration of a sphere strongly in­
creases the heat transfer coefficient. Similarly Scanlan [24] ob­
served an increase in the Nusselt number for forced convection on 
plates with normal vibration for Re < 2200. However, in our first 
attempts to fit a simple model to the data the Ranz-Marshall 
equations were considered applicable. 

Interior Field. Complete Mixing Model. There exist several 
different models for the transport processes in the interior of the 
drop. The simplest model is to assume that the internal motion of 
the drop is so vigorous that complete mixing is achieved. The tem­
perature profile in the drop is essentially flat and resistance to 
heat and mass transfer exists only in the continuous phase. For the 
complete mixing model [19] the energy transport can be described 

by 

4 dT 
- - 7rR*PdCpd~ = 4irR*[h{Tm - T„) + hfghD 

3 dt 

.^.Nomenclature. 
d idU, 

[/„ \ dt ; ) • 
acceleration 

parameter 
Am = total amplitude of oscillation 
C = vapor concentration 
Cp = heat capacity, constant pressure 
D = mass diffusivity of water vapor in air 
d = diameter of drop 
/ = drop oscillation frequency 

Gr 
(1 - (Pc/Pd))gds 

= Grashof type 

number 
g = gravity; or correction factor for Ranz-

Marshall equation 
hfg = latent heat of evaporation 
h — heat transfer coefficient in forced con­

vection 

YIB = mass transfer coefficient in forced 
convection 

h = thermal conductivity 
Le = D/a = Lewis number 
Nu = hcd/kc = Nusselt number 
Pe = Pr-Re = Peclet number 
Pr = via = Prandtl number 
R = radius of drop 
Re = U„d/vc = Reynolds number 
r = radial distance 
Sc = vID = Schmidt number 
Sh = hod/D = Sherwood number 
Su = ffd/pcVc2 = surface tension number 
S = a constant of proportionality 
T = temperature 
t = time 

Ua = velocity at far upstream 
We = dpcU„2/tr = Weber number 
x = falling distance measured from rest 
a = thermal diffusivity 

t = emissivity for thermal radiation 
p. = viscosity 
v = kinematic viscosity 
p = density 
a = Stefan-Boltzmann constant for ther­

mal radiation; or surface tension 

Subscripts 

c = continuous phase, e.g., air 
d = dispersed phase, e.g., water 
ic = internal circulation 
in = mean value 
max = maximum value 
0 = initial value 
osc = oscillation 
s = saturation condition 
w = water 

co = at r » R, or at free stream of bound­
ary layer 
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Fig. 1 Schematic of experimental setup 

(C.(Tm)-C.) + ta(Tm*-T.*)] 

where both h and hr> are time dependent. With 

Le 

m 

dt 

rr dTm hn 
U oo and — : 

dx h pCp 

the energy transport equation can be reduced to 

:[• 
6 dx 

hd 
Nu = — 

dpjCnU.ix) - «*Tm* - T„*) 

( T m - T o . ) + ^ J ^ ( C s ( T m ) - C „ ) 
pLp 

(8) 

Since the drop temperatures along the falling distances are known, 
the Nu can be evaluated. 

Nonmixing Model. The nonmixing model assumes there is no 
internal motion and the energy equation is reduced to simply a 
transient heat conduction equation. The equations which describes 
the heat transport in the nonmixing drop are 

aT /a2T 2 aT\ 
— = a 
at 

with initial condition 

aT ia2T 2 aT\ 
— = ctd I + ) f o r O O <R 
at \ ar2 r ar I 

T=T0 

and boundary conditions 

aT\ 

aT\ 

ar I r^o 
— = 0 

(9) 

(10a) 

(106) 

-fed — I = h(T(R) - r „ ) + hfehD(Cs(T(R)) ~ C„) 
ar \R 

+ € a C 7 W - TJ) (10c) 

Mixing Model. Neither the complete-mixing model nor the non-
mixing model are realistic because they are based on the extreme 
situations of the drop internal motions. Therefore, a new model is 

proposed which considers both the effects of oscillation and inter­
nal circulation on the mixing in the drop. 

The oscillations [25] of a drop contribute to the internal motion 
of the drop. This will be characterized by a maximum Reynolds 
number, based on surface radial velocity, which occurs on the sur­
face at 45 deg latitude. This is 

Re0, ' * * (7 / max \ 

/>dog<A1/2 

Md 
(ID 

where Am/d is the relative oscillation amplitude. Due to viscous 
damping, the oscillation decays [25] from its original value Ami0/d 
as 

, A . e -20vdt/d2 

\ d / max \ d / r 
(12) 

The maximum Reynolds number characterizing internal circula­
tion was obtained from the Hadarmard solution [25] 

U„d 
Relc ,1 

( 1 + " ) 
\ He' 

(13) 

It is assumed that the effects of heat transport due to the internal 
motion can be represented by an increase of the heat diffusivity, 
and this increase of heat diffusivity is linear and proportional to 
the sum of the maximum Reynold numbers of oscillation and in­
ternal circulation. It is proposed that the effective diffusivity is 
given by 

a = a„,[l + S(Re, osc.max + Re;t *)] (14) 

where S is a constant which shows the significance of internal mix­
ing. The equations of the mixing model are the same set of equa­
tions as the nonmixing model except that ad is replaced by a in 
equation (9). 

E x p e r i m e n t a l E q u i p m e n t and P r o c e d u r e 
The experiment was designed to provide accurate data on the 

relationship between the mean temperature of the drop and its po­
sition in free fall for different drop size, initial drop temperature, 
and the temperature and humidity of the air through which it falls. 
The system used is shown in Fig. 1. It consists of a drop generator, 
a plastic column 3 m in height containing the conditioned air, air 
conditioning equipment, and a calorimeter that could be posi­
tioned at any elevation to catch and measure mean drop tempera­
ture. Fig. 2 shows the details of the drop generator which was de­
signed to produce drops of consistent size and temperature. Fig. 3 
shows the calorimeter detail. The drops were trapped in a small 
dewar and the water collected overflowed. The steady temperature 
was measured by a thermistor located in the dewar. Heat loss was 
minimized by surrounding the dewar with a bath adjusted to the 
drop temperature. Thermistors were calibrated to ±0.03°C. Con-

Fig. 2 Drop generation system details 
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Fig. 7 Comparison of models with experimental data

Results and Comparison With Models
The observed oscillations were found to be in two modes. Usual­

ly the drops underwent prolate-oblate oscillations about the sphe­
roidal shape. But for drops larger than 4 mm and distances x/d <
50 a distinct point was formed alternately on top and bottom. The
oscillation frequency of drops along falling distances is shown in
Fig. 8. The initial frequency 'Was found to be about the same as
predicted by Lamb [25] but the frequency decayed to negligible
magnitude at x/D ~ 150. Fig. 9 shows the maximum relative defor­
mation of the drops as a function of falling distances. At larger dis-
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sidering all sources of error the drop temperatures were estimated
to measure within ±0.05°C at the generator and ±0.07°C in the
calorimeter.

The air flowed downward in the column at a very low velocity (3
cm/s) to maintain a nearly constant environment. This rate as­
sured that the rise in relative humidity was less than 3 percent.
The inlet wet and dry bulk temperatures were controlled to
±O.05°C.

Drop sizes and oscillations were observed photographically.
Drop sizes could be controlled precisely by the nozzle dimensions

'and the present results weie very close to those of Harkins and
Brown [26] (Fig. 4). For photographic measurements a small
amount of oil-free white water color paint was added to the water.
This had negligible effect on surface tension but produced good
light scattering within the drops. Examples of the photographs ob­
tained are shown in Figs. 5 and 6. A Nikon-F camera was used with
an object field of 3 X 5 em against a black background. Side
lighting was provided by a General Radio 1513-A Strobotac with
flash duration of about 0.8 X 10-6 s and flash rate of 15,000-24,000
flashes per second. With the camera set to an exposure time of 0.5
s several clear images of a single drop were recorded on the film as
the drop passed the field of view. From these pictures the frequen­
cy and amplitudes of vibrations were measured.

Additional detail on the experimental equipment may be found
in reference [21].
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tances the drops were in the form of oblate spheroids and the 
amount of deformation at the highest speeds (about 75 percent of 
terminal velocity) were consistent with measurements of Garner 
and Lane [27]. 

Drop cooling results are presented in Table 1. Typical compari­
sons of the data to the approximate models are given in Fig. 7 for 
the nonmixing model, curves I, and the mixing model, curves II. 
These models predict much less cooling than observed experimen­
tally. Even for the complete mixing model as originally defined the 
cooling was underpredicted (not shown). This suggested that vi­
bration and deformation of drops have an important effect upon 
the resistance of the external field. This is justified qualitatively as 
in Fig. 10 which shows the calculated ratio of the heat transfer 
coefficient with and without oscillation based on Figs. 8 and 9 ac­
cording to Scanlan [24]. 

The computerized model and data reduction calculations were 
used to obtain a correction factor for the Ranz-Marshall correla­
tion that would bring the complete mixing model prediction into 
agreement with the data. The correction factor was defined as 

Nu - 2.0 Sh - 2.0 

0.6 P r ^ R e 1 / 2 0.6 Sc1/3Re1/2 (15) 

In Fig. 11 the correction factor is plotted as a function of dimen-
sionless position x/d and it is seen that it may be accurately de­
scribed by a simple correlation equation 

g = 25(*7d)-° (16) 

In effect this is a transient correction factor that corrects the 
Ranz-Marshall equation for the effects of vibration and distortion 
of drop shape as it falls. The modified Ranz-Marshall equations 
are then 
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Fig. 9 Maximum relative deformation of drops 
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T h e p red ic t ed t e m p e r a t u r e his tor ies based on these equa t ions a n d 

t h e comple te mix ing mode l is t h e n in close ag reemen t wi th exper i ­

m e n t a l d a t a as shown by Pig. 12. 

I t m a y be no t ed t h a t for x/d < 100 t h e effect of v ib ra t ion is t o 

enhance t r a n s p o r t (g > 1) b u t for x/d > 100, g < 1 suggest ing t h a t 

t h e R a n z - M a r s h a l l equa t ions overpredic t N u and Sh. T h i s is p r o b ­

ably no t t h e case, however, and a be t t e r exp lana t ion is t h a t t h e 

d rops exper ience less t h a n comple te mixing for x/d > 100. I t is 

very difficult t o precisely account for con t r ibu t ions of d r o p dis tor­

t ion a n d in t e rna l res is tance; however, t h e a p p r o x i m a t e empir ica l 

p rocedure deve loped in t h e p r e s e n t work does give accura te p r e ­

dic t ions for water d rops of 3-6 m m dia for x/d u p to 600. 
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A Study of Transient Heat 
Transfer in Long Insulated Wires 
This study concerns the transient thermal response of long insulated wires, a composite 
cylinder configuration, in which a highly conducting inner cylinder is sheathed in an 
outer cylinder of an insulating material. The study examines the heat transfer in such a 
cylindrical configuration and determines the parameters that govern its thermal re­
sponse. A study of the transient behavior under various important surface boundary 
conditions, particularly the constant surface heat flux circumstance, is undertaken. The 
dependence of the transient response of the body, in terms of the characteristic surface 
and conductor temperatures, of the temperature distribution across the insulation and 
of other important physical aspects on the boundary conditions and on the governing 
parameters is investigated. The governing equation and boundary conditions are gener­
alized and the solution obtained numerically to obtain the desired flexibility required 
for the variation in the boundary conditions. Several important and interesting results 
are obtained which indicate the nature of the thermal response and also the criteria for 
obtaining a desired variation in the transient behavior of this frequently encountered 
configuration. 

Introduction 
This study deals with the transient thermal behavior of a com­

posite cylindrical body consisting of an outer insulation covering a 
highly conducting inner core. In manufacturing processes, this 
configuration encompasses a very wide range of problems fre­
quently encountered. In the manufacture of insulated wires and 
cables, during and following the application of the insulation, the 
composite body invariably undergoes a thermal transient period. 
Similar considerations are of importance in insulated cables and 
pipes during start-up of energy transfer systems. Several other 
processes may similarly be mentioned which employ this configu­
ration and this makes a study of the transient behavior of insulat­
ed wires, or the corresponding composite body, important. Such a 
study is of importance not only in the determination of the ther­
mal response of the body for the evaluation of heat transfer rates 
and time involved, but also in providing the detailed information 
necessary in the selection of materials and in the design of the 
manufacturing facilities to obtain the required thermal process. 

Much work has been done on the transient heat conduction in 
cylindrical bodies, a detailed collection of which has been given by 

.Carslaw and Jaeger [l].1 However, most of the analytical work has 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 6, 1975. Paper No. 76-HT-U. 

been on solid cylinders, Heisler [2], on hollow cylinders, Muskat 
[3], and under simplifying assumptions for the surface boundary 
conditions. Even with the assumption of a sudden step change in 
the surface temperature, which is not valid for most transients of 
interest, the analysis is very involved for the composite cylinder 
circumstance as discussed by Bowley and Koenig [4], Some other 
solutions are given by Reid [5] and Jaeger [6]. These methods get 
even more involved for other surface boundary conditions, like the 
constant heat flux circumstance, and not much flexibility is ob­
tained. In this regard, numerical methods allow a fast and simple 
determination of the transient response under varying boundary 
conditions. Recently, Beckett and Chu [7] have discussed a finite 
element method for heat conduction with nonlinear boundary con­
ditions. 

The composite cylindrical configuration studied here has a high­
ly conducting inner cylinder sheathed in a cylinder of low thermal 
conductivity material. The temperature variation, therefore, is 
mainly in the outer insulation and the conducting core is essential­
ly isothermal. This means that the problem centers on two charac­
teristic temperatures—the outside surface temperature and the 
temperature of the core. This particular problem, though impor­
tant and frequently encountered, has not been studied in any de­
tail. The present work is a detailed study of its transient behavior 
under several surface boundary conditions of interest and with 
varying parameters that arise. The results are extended to include 
insulated pipes too. 

The governing equation and boundary conditions are general-
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ized to determine the parameters that characterize the heat trans­
fer in the composite body. This equation is solved numerically by 
finite-difference methods to determine the effect of these parame­
ters on the transient response under various boundary conditions. 

This study was undertaken in order to provide detailed tran­
sient heat transfer information on a configuration of considerable 
importance, under varying conditions and governing parameters. A 
simple numerical scheme was employed to obtain the desired flexi­
bility and the important features in this problem are brought out 
from the results obtained. These considerations may relate to the 
temperature limitations of the insulation, to heat transfer charac­
teristics or to the thermal process the body must undergo. 

M e t h o d of So lu t ion 
The main purpose of this work is to study the transient heat 

transfer in long insulated wires, a configuration which, despite its 
importance, has not been studied in any detail heretofore. The im­
portant and interesting features in this work, therefore, concern 
the results which bring out several points of interest in this config­
uration. The method of solution employed is simple and allows the 
desired flexibility in order to obtain the results for varying condi­
tions. However, it is quite straight forward and fairly well-docu­
mented and, therefore, not much need be said about it. In this sec­
tion, an analysis of the problem is given in order to determine the 
governing parameters and to discuss the nature of the problem. 
Details of the numerical method may be obtained from Dusinberre 

[8]. 
The system under consideration consists of an inner cylinder of 

a highly conducting material and an outer one of an insulating ma­
terial of low thermal conductivity kg, Fig. 1. This implies that the 
temperature variation in the inner cylinder is small compared to 
the variation in the insulation and the core can, therefore, be taken 
as isothermal. However, it must be noted that for very short times, 
the penetration depth may be smaller than the dimensions of the 
core and in that case such a simplification is obviously not valid. 
For a step change in surface temperature of a semi-infinite body, 
the penetration depth is Vl2ar, a being the thermal diffusivity 
and T the time. The criterion for an isothermal core assumption is 
that the penetration depth be much greater than the core diame­
ter, for radial heat transfer. For a material of large thermal diffu­
sivity and for the time scales of interest in practical applications, 
the penetration depth is usually much larger than the dimensions 
of the core encountered and this assumption is quite valid. This 
study considers the case where there is essentially a uniform tem­
perature in the core and the temperature variation occurs mainly 
in the insulation. For very short times, it might be more appropri­

ate to approach the problem as a semi-infinite body. Analytical re­
sults for transients in a semi-infinite body are given by Gebhart [9] 
and Eckert and Drake [10]. This assumption of an isothermal core 
is not made for a simplification in the solution, since the numerical'. 
scheme allowing for temperature variation in the core can be easily 
obtained, but to facilitate an interpretation of the results and also 
because, in most applications of interest, the main concern is with 
the temperature distribution across the insulation and not with 
the slight variation in the core. 

Employing the usual nondimensionalization in unsteady heat 
conduction, time T' is generalized by i?o2/«o to give the Fourier 
number aor'/Ro2 where Ro is the outside radius of the composite 
body and «o the thermal diffusivity of the outer material. The ab­
solute temperature T" is generalized by a reference temperature, 
taken as T,' the initial temperature of the body. This allows a di­
rect approach to a radiation boundary condition, though the tem­
perature of the radiating source, if known, may also be employed, 
as done by Luikov [11]. The temperature, the radial distance, and 
time are denoted by T, r, and r, respectively, in their nondimen-
sional form. 

The present problem is treated as a one-dimensional radial heat 
transfer problem. This requires that the cylindrical configuration 
be long, i.e., L » RQ, where L is the length subjected to the heat 
transfer, and that the heat transfer be uniform over the outer sur­
face. Both these conditions are easily met in the case of insulated 
wires for most applications. The condition L » RQ insures that the 
end effects are negligible. For a more rigourous evaluation of this 
condition, a study of the obtained results as a function of L/RQ has 
to be made. The value of L/RQ beyond which the axial heat flow 
could be neglected would depend on the material and heat transfer 
medium at the ends. For a higher thermal conductivity material, as 
the core, a greater temperature uniformity results and the criterion 
of employing this condition is restricted mainly to the insulation 
material. This study being for long insulated wires, which are usu­
ally encountered, the above condition is met satisfactorily. 

With the foregoing nondimensionalization, the governing equa­
tion becomes: 

a2T 1 eT 

dr 
(1) 

For a constant heat transfer coefficient h at the surface, the 
boundary condition is given in terms of the Biot number, Bi = 
hRa/kQ: 

Bi(TF • 1 (2) 

- N o m e n c l a t u r e . 

a = parameter defined in equation (4) 
A — area of the interface between the core 

and the insulation 
Ao = outside surface area of the insulated 

wire 
b = parameter defined in equation (5) 
C = average specific heat of the insulated 

wire 
Co = specific heat of the outer, or insula­

tion, material 
Ci = specific heat of the core material 
G = thermal capacity ratio: G = p;C,/poCo 
h = surface heat transfer coefficient 
P = insulation thickness ratio: P = d/Ro 
ko = thermal conductivity of insulation 

material 
Q = heat flux input at the surface 
Qs = nondimeiisional heat flux input de­

fined in equation (3) 
-Ro = overall or outer radius of the compos­

ite body 
Ri = radius of inner conductor or core 
r' = radial distance from center of core 
r = dimensionless radial distance: r = r'/Ro 
T" = absolute temperature 
Ti' = absolute initial temperature of the 

body 
T = dimensionless absolute temperature: T 

= T'/Ti' 
Ts = dimensionless surface temperature 
TF = dimensionless fluid temperature 
Bi = Biot number 
V = volume of the insulated wire-per-unit 

length 
Vi = volume of the solid core-per-unit 

length 
V = volume of a hollow core-per-unit 

length 
AT = nondimensional temperature differ­

ence across insulation 
sT/dr = nondimensional rate of tempera­

ture change with time 
ao = thermal diffusivity of the outer, or in­

sulation, material 
p = average density of the insulated wire 
po = density of insulation material 
Pi = density of inner conductor or core ma­

terial 
5 = insulation thickness 
T' = time from start of heat transfer pro­

cess 
T = dimensionless time, OIOT'/R0

2 

128 / FEBRUARY 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where Ts is the nondimensional surface temperature and T,F the 
fluid temperature. For the constant surface heat flux circum­
stance, the condition is: 

— = —— = Q„, at r = 1 (3) 
ar kali 

where Qs is a dimensionless parameter arising from Q, the con­
stant heat flux absorbed at the surface. This is similar to that ob­
tained by Luikov [11]. 

Similarly if the radiation emitted by the body is also incorporat­
ed, a time-dependent term is added due to the transient variation 
in surface temperature Ts. The resulting boundary condition is 

7 -yy^ 
- / °l / ' o . / / V 
1 1 / ' / .<V 1 '/ ' / / ' 

'/J^r^-'"'' 
A&s -" 

Q V - ^ ^ S - ' 
^~^&>^*'' 
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( /CTAA Q / V J Jiy 

^ ~ ^ . r f - " " 

•rf / LOUTSIDE SURFACE 
/ TEMPERATURE 
— CORE TEMPERATURE 

-Cor . 

— liNsulolicn 

i 

— = Q s [ l - a ( T s ) 4 ] , a t r = l 
ar 

(4) 

where a is the ratio of the radiant energy flux emitted by the body 
at the initial temperature to the constant flux absorbed Q. The 
ratio a would, obviously, depend on the radiation emissivities and 
angle factors involved. The dependence of the transient response 
on this parameter is studied. For combined convection and con­
stant heat flux at the surface, the boundary condition is 

aT 
s[l + b(TF-Ts)],atr = l (5) 

where 6 (= hTi/Q) is the ratio of Bi and Qs. Its effect is also stud­
ied. 

With the assumption of an isothermal core, the boundary condi­
tion at the interface of the two materials is obtained by a balance 
of heat input and increase in thermal energy of the core. The re­
sulting condition, with the nondimensionalization given earlier, is: 

POCQ ARo ST ar RQ 
(6) 

Therefore, this boundary condition gives rise to two parameters 
piCi/poCo and V;/Aflo- The former is the ratio of the thermal ca­
pacity of the inner material to that of the outer. Let it be denoted 
by G. The other parameter Vt/ARa can be expressed in terms of 
the basic parameter 5/Ro, where 5 is the thickness of the insula­
tion. Denoting this insulation thickness ratio by P, the radius of 
•the inner cylinder fl; = (1 - P)R0. Also, V;/Afl0 = (1 - P)/2 for a> 
solid cylindrical core. Therefore, 

1-PaT aT 
G • = —, a t r = 1 -P 

2 ST ar 
(7) 

P and G would, therefore, be determined by the dimensions and 
materials in the problem. For a hollow inner cylindrical core, the 
above condition becomes simply: 

1 - P V aT aT 
G = — , a t r •• 

2 Vi aT ar 
1-P (8) 

where V'/Vi is just the ratio of the volume of the hollow core to 
that of the solid one per unit length. This, therefore, in effect re­
duces the value of G and the results in this study can also be em­
ployed for determining the transient heat transfer in insulated 
pipes. 

The governing equation was solved numerically for the appro­
priate boundary conditions at varying values of the important pa­
rameters discussed above. The insulation was divided into a large 
number of sections by nodal points. The number of nodal points 
was increased from 10 till the variation in the results by a further 
increase was less than 1 percent. On an average about 40 points 
were taken and the number was varied depending on the insula­
tion thickness ratio P. Since the forward-difference method was 
employed, the results are obtained explicitly as one moves in time. 
Numerical stability, however, does pose a restriction on the time 
step size. Details on this are given in Dusinberre [8] and Gebhart 
[9]. The results obtained are presented and discussed in the fol­
lowing. 

Fig. 1 The transient response of the surface and core temperatures at in­
sulation thickness ratio P = 0.5 and thermal capacity ratio G = 2.0 for var­
ious values of the generalized heat flux Os. , Average temperature 
response for Os = 1.0. 

R e s u l t s and D i s c u s s i o n 
Constant Surface Heat Flux. Results are first presented for 

the constant surface heat flux boundary condition. This circum­
stance is physically realized when in equation (4), aiTs)^ « 1, 
where Ts is the nondimensional surface temperature and a is the 
ratio of the radiant energy flux emitted by the body at the initial 
temperature T,' to the constant heat flux absorbed Q. This condi­
tion is attained in several applications of interest in which the ra­
diating source is at a temperature much higher than the transient 
body surface temperature, with the convective heat transfer negli­
gible. These additional effects are considered separately later in 
this section. 

Physically, a constant heat flux input at the surface implies a 
uniform increase in the energy content of the body which gives rise 
to a uniform increase in the average temperature. The transient re­
sponse of the surface and core temperatures is shown in Fig. 1 for 
several values of the dimensionless heat flux Qs. The ratio of the 
insulation thickness 6 to the outer radius Ro, P, is kept constant at 
a value of 0.5, i.e., the case when the insulation extends to half the 
overall radius. The ratio G of the thermal capacity of the inner ma­
terial to that of the outer is taken as 2.0. These values were chosen 
as they are close to typical average values encountered in practical 
applications and are physically easy to visualize. However, the ef­
fect of G and P on the thermal response is also considered sepa­
rately later. 

It is seen from Fig. 1 that all curves are essentially linear fol­
lowing an initial starting transient. Therefore, though the initial 
rate of temperature increase is very different for the surface as 
compared to that for the core, the starting effect dies out very fast 
and a constant rate of temperature rise is obtained beyond it. This 
gives rise to a constant temperature difference across the insula­
tion. A similar result is discussed by Luikov [11] for a homoge­
neous cylinder. In this case too, the surface temperature rises very 
sharply at the beginning and then the difference between surface 
and centerline temperatures becomes constant. This is explained 
by an analysis which results in exponential terms that die out very 
rapidly with time and a linear rate of temperature increase is ob­
tained when these terms become negligibly small. As expected, the 
rate of temperature rise increases as Qs is increased, as does the 
temperature variation across the insulation. 

The aforementioned interesting effects are seen more clearly in 
Fig. 2 in which the rate of temperature rise aT/aT and the temper­
ature difference across the outer cylinder AT are plotted against 
time r for Qs = 1.0, G = 2.0 and P = 0.5. The high rate of tempera­
ture rise at the surface decreases sharply with time and that in the 
core rises from its initial value of zero to attain a uniform rate of 
temperature rise throughout the body. The temperature difference 
AT similarly rises from its initial value of zero to attain a constant 
value. The dependence of these constant values of AT and aT/aT 
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TEMPERATURE INCREASE RATE 

DIMENSIONLESS TIME {OQT'/RQ) 

Fig. 2 Variation, with time, of the temperature difference across the insu­
lation A7"and of the rate of temperature rise aT/ar. 

CORE TEMPERATURE 

OUTSIDE SURFACE TEMPERATURE 

Fig. 3 Dependence of the transient temperature on the insulation thick­
ness ratio P, surface flux being constant at Os = 1.0; G - 2.0 

on P, G, and Qs is discussed in detail in the following. 
It is interesting to compare the foregoing results with the tran­

sient response of the average temperature of the composite body. 
For the constant surface heat flux case, the average temperature 
may be determined from an energy balance. Therefore, 

diT" 
pCV—j-

ar 
QA0 (9) 

where p, C, and T' are average values of density, specific heat, and 
physical temperature of the assembly, respectively. Nondi-
mensionalization of the aforementioned equation gives, aT/ar = 
Qs-AoRo-PoCo/pCV, where Ao is the outside surface area and V the 
volume of the body per unit length. This clearly gives rise to a lin­
ear temperature increase with time and the curve corresponding to 
Qs = 1.0, for G = 2.0 and P - 0.5, is shown in Fig. 1. The foregoing 
consideration indicates a very valuable result in that the time rate 
of temperature rise at any point in the composite body, following 
the initial starting transient discussed earlier, is given by its aver­
age temperature rise, obtained simply from the energy balance 
equation given in the foregoing. 

The dependence of the transient response of the insulated wire 
on the parameter P, which determines the relative thickness of the 
insulation, for the surface heat flux Qs = 1.0, and with G = 2.0, is 
shown in Fig. 3. P = 0.0 represents the case when the core occupies 
the entire volume and there is no insulation. The transient tem­
perature of such an isothermal cylinder is calculated from equation 
(9) and shown in Fig. 3. Similarly, P = 1.0 is the case when only an 
homogeneous cylinder of the outer material is considered. For P = 
0.0, equation (9) reduces to aT/ar = Qs, at G = 2.0. 

Fig. 3 shows that the rate of temperature rise aT/ar decreases 
with a decreasing value of the insulation thickness ratio P, being 
lowest at 0.0. This is to be expected as a decrease in P implies a 
lowering of the relative insulation thickness which means that the 
insulation is replaced by a material of larger thermal capacity, 
being twice since G = 2.0. The effect of the insulation thickness 
ratio P on AT is determined by two factors. The first one is the 
total thermal capacity of the inner cylinder which decreases as P is 
increased. This increases the rate of temperature rise but at the 
same time holds the core temperature down less, tending to de­
crease the temperature variation across the insulation AT. How­
ever, ah increase in P also increases the insulation thickness, which 
then tends to increase AT. These two effects act opposite to each 
other and the latter predominates over most of the variation of P. 
However, there is a slight drop beyond P = 0.8, Fig. 4, obviously 
due to the first effect being greater beyond this point. 

Fig. 4 shows the dependence of the temperature variation across 
the insulation AT and Fig. 5 that of aT/ar on the parameters P, G, 
and Qs, for the constant surface heat flux boundary condition. A 

linear dependence on Qs is obtained in both cases. This is not sur­
prising considering the observed behavior of the transient temper­
ature response due to which the rate of temperature increase is 
uniform throughout the body, and as Qs linearly determines the 
gradient aT/ar at the surface. The dependence on P is as discussed 
in the foregoing. With increasing G, AT increases, implying that 
the core temperature is held lower due to the increase in energy re­
quired to raise it by a given amount. For a larger thermal capacity 
of the core, P being kept constant and the outer material un­
changed so that Qs and Fourier number «0T7-RO2 remain un­
changed, the rate of temperature increase aT/ar, following the 
starting transient, is obviously decreased due to increase in overall 
thermal capacity, equation (9). An increase in the thermal capacity 
of the core lowers the core temperature which then lowers the sur­
face temperature. It is seen that this direct effect on the core tem­
perature is greater and AT increases with an increase in G. 

Effect of Radiative Loss. The foregoing considerations deal 
with the constant surface heat flux circumstance. The condition 
necessary for the validity of this assumption, besides negligible 
convection effects, is (aTs

A) « 1 in equation (4). This condition is 
met in several applications of interest and the results obtained are 
important in a study of the transient response. In the manufacture 
of insulated cables, for instance, the radiating source may be at a 
temperature of around 2000 K and the cable surface temperature 
restricted to about 600 K, starting at room temperature. In this 
case, Ts is less than 2.0 and a is of the order of 10~3. Clearly, the 

DIMENSIONLESS PARAMETERS < Q S , G , 5 P ) 

Fig. 4 Dependence of the constant temperature difference attained 
across the insulation AT beyond the starting transient, for the constant sur­
face flux condition, on the parameters Qs, G and P. For the variation of 
each, the other two are correspondingly held constant at the values of 1.0, 
2.0 and 0.S respectively. 
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Fig. 5 Dependence of the constant rate of temperature rise aT/in at­
tained beyond the starting transient, for the constant surface flux condition, 
on the parameters Os. G and P. For the variation of each, the other two are 
correspondingly held constant at the values of 1.0, 2.0 and 0.5 respective­
ly-

assumption of constant surface heat flux is valid. However, in 
other cases, the radiation from the body and, possibly, convection 
may be important and must, therefore, be considered. 

Fig. 6 shows the dependence of the transient response of the 
composite cylinder configuration on a, the parameter determining 
the importance of emitted radiation. The deviation from the con­
stant heat flux case, a = 0, expectedly increases as the surface tem­
perature increases, the deviation being larger at greater value of a. 
With increasing a, the temperature variation across the insulation 
and the rate of temperature rise, at a given time, are observed to 
decrease. 

Addition of Convective Effects. The effect of an addition of 
convective heat loss, from the body, to the constant heat flux input 
at the surface is governed by equation (5), particularly by parame­
ter b, the ratio of Bi to Qs. However, first considering the pure con­
vection mode, which occurs when the wire is immersed in a fluid, 
say at constant temperature, the boundary condition in equation 
(2) is employed. The transient response of the surface and core 
temperatures is shown in Fig. 7 as a function of Bi, for P = 0.5 and 
G = 2.0. The temperature is presented in the usual formulation, 

CORE TEMPERATURE 

OUTSIDE SURFACE TEMPERATURE 

DIMENSIONLESS TIME ( aj't R* ) 

Fig. 7 Variation of the transient temperature with Bi, for immersion in fluid 
at temperature 7>; G - 2.0, P = 0.5. 

(V - Ti')\(TF' - Ti'), so that it rises from 0 to 1.0, as the body 
temperature approaches the fluid temperature. The response is 
faster at higher Bi and a greater temperature uniformity in the 
wire is observed at low Bi. The effect, on the response, of variation 
in P and in G was found to be similar to that observed in the con­
stant surface flux case. 

The combined convection and constant surface heat flux cir­
cumstance is shown in Fig. 8. Keeping P and G fixed at 0.5 and 2.0, 
respectively, the parameter 6 is varied from 0.0 to 0.4, at Qs = 5.0. 
This figure, therefore, indicates the dependence of the transient 
response of the body on the parameter b, where the mode of heat 
transfer at the surface goes from pure radiation towards pure con­
vection as b increases. In the case shown, Tp is taken at T; so that 
as the body heats up, the convective loss increases. If Tp were 
higher than Ti, the body initially gains heat from the ambient and 
then loses to it, when Ts is greater than Tp. The essential features 
of the heat transfer are seen in Fig. 8. With increasing b, the char­
acteristic nature of the curves in Fig. 7 appear, wherein AT and 
ST/OT decrease as the surface temperature approaches the fluid 
temperature. For each curve, there is a steady state temperature 
determined by the parameters of the problem. Radiative loss may 
similarly be added to the foregoing circumstance by a combination 
of equations (4) and (5). 

When radiative and convective heat loss from the surface are 
added to the constant heat flux absorbed, the resulting boundary 
condition is: 

aT 
= Qs[l - a(T s ) 4 + b(TF - T„)\, at r = 1 (10) 

I I I / ' 
J J A1 <v 
VhT-l / 

J / 1 1 L^\-

If/ii A 
ViH' 

* — C O R E 

OUTSIDE 

- 0 . 4 

0.4 

TEMPERATURE 

SURFACE TEMPERATURE 

1 1 

Fig. 6 Variation of the transient temperature with the parameter a, for Qs Fig. 8 Dependence of the transient temperature on parameter b, indicat-
= 1.0, G = 2.0 and P = 0.5, indicating the effect of radiative loss from the ing the effect of convective heat loss from the surface, at Os = 5.0, G = 
surface. 2.(3 and P = 0.5. 
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The essential features of the results from this condition are al­
ready discussed in the foregoing and the problem may similarly be 
solved for given parameter values. This problem has been treated 
for a plate by Milton and Goss [12] for numerical stability consid­
erations and by Crosbie and Viskanta [13] for the transient heat 
conduction. The foregoing equation (10) can also be employed in 
the determination of the appropriate boundary condition for an 
actual physical situation by evaluating the orders of magnitude of 
the various terms. 

Conc lus ions 
This work has considered the transient heat conduction in long 

insulated wires, in which the inner highly conducting core is as­
sumed isothermal and the temperature variation exists only in the 
insulation. The parameters that govern the transient heat transfer 
are determined and their effect on important physical aspects of 
the transient response of this composite cylindrical body is consid­
ered in detail, under various surface boundary conditions of inter­
est. Of particular interest was the constant surface heat flux cir­
cumstance, in which the temperature was found to increase linear­
ly with time following an initial starting transient, and the varia­
tion in the response due to addition of radiative and convective 
heat loss from the surface was studied. Several important and in­
teresting features concerning the heat transfer in such a configura­
tion were obtained. The study provides detailed transient heat 
transfer information and determines important parameters and 
their effect on the thermal response for a problem of considerable 
importance in practical applications, on which no specific and de­
tailed work has been done so far. These considerations are of im­
portance in the determination of the thermal process for manufac­

ture of insulated wires, and similar configurations, in the selection 
of materials and dimensions and in the determination of the tran­
sient temperatures in the body under various conditions of heat 
transfer at the surface. 
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A Continuum Model for Diffusion 
in Laminated Composite Media1 

Using a method developed for studying wave propagation problems, a continuum theory 
is developed for diffusion-type processes in a laminated composite with periodic micro-
structure. Construction is based upon an asymptotic scheme in which a typical macrodi-
mension is assumed large compared to a microdimension. The order of truncation of the 
asymptotic sequence so obtained defines a hierarchy of models. Solutions are given for 
the lowest-order models and compared with the results from a finite difference code. For 
most cases the zeroth-order "effective conductivity" theory yields good results. For ex­
ceptional problems requiring a higher-order theory, a modified version of the first-order 
theory is shown to suffice. For many applications these elementary equations may offer 
an attractive alternative to other means for obtaining solutions. 

Introduction 

In recent years there has been much interest in the development 
of continuum models for composite materials; that is, models in 
which a single set (differential, differential-integral, etc.) of equa­
tions represent the material behavior. Such a continuum theory for 
elastic wave propagation in laminated composites has been pre­
sented by Hegemier, Bache, and Nayfeh [1-3]2 in a series of pa­
pers. These investigations are typical of work on this subject in 
that attention is focused on stress-wave propagation and the domi­
nant phenomenon of dispersion. However, the work in [1, 2] is 
rather unique in that calculation of stress pulses and local (micro-
structure) quantities are given. The techniques developed may be 
applied as well to other composite material problems. 

In this paper a continuum theory for the conduction of heat in 
laminated composite materials will be presented. It might be noted 
that a parallel analysis can be carried out for other physical pro­
cesses characterized by the diffusion equation; for example, the 
slowing of neutrons governed by the Fermi age equation. 

A general three-dimensional continuum theory of asymptotic 
character is developed. Based upon a small parameter e which rep­
resents a ratio of typical composite micro- and macrodimensions, a 
consistent hierarchy of appropriate theories is defined. The low­
est-order theory consists of a diffusion equation for a homoge­
neous, anisotropic material with material constants which are av­
erages of the layer properties. Calculations comparing this lowest-

1 Research was sponsored by the Air Force Office of Scientific Research, 
Washington, D. C. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division June 30,1975. Paper No. 76-HT-Z. 

order approximate theory to the exact show that it provides results 
sufficiently accurate for most problems of interest. For exceptional 
problems, a higher-order theory of elementary form is developed 
and an analytical solution obtained for a square wave input at the 
boundary. This latter theory contains microstructure information 
as is demonstrated by typical calculations. 

Formulation 
Consider a periodic array of homogeneous and isotropic lami­

nates bonded at their interfaces. A plane view (for z = constant) of 
the geometry and coordinate system is shown in Fig. 1. Notations 
of the form Ma'-

k'1 denote quantities in the £th layer of the ath ma­
terial, a = 1, 2; k = 1, 2 

Each layer of the laminate is assumed to obey the diffusion 
equation 

v. ,stTaM = V2Ta<*>, (1) 

1, 2; k = 1, 2, . . . 
where V2 = ax

2 + s2
y„(*) + sz

2, and st represents partial differen­
tiation with respect to time, etc. For heat conduction Tjk,(x, 
yjk\ z, t) represents the temperature of the a, fe-layer, while t 
represents time. The constant ya is the reciprocal of the thermal 
diffusivity of the a-material defined by 

To; Pa*- ai^a (2) 

where k a, Hat *-a are the thermal conductivity, mass density, and 
specific heat of the a-material [4]. 

Continuity of temperature across laminate interfaces requires 

T^(x, hlt z, t) = T2
lh)(x, -h2, z, t), 

T^k+1Hx, -hi, z, t) = T2*<*>(x, h% z, t) (3) 

h = 1, 2 , . . . 
Also, the heat flux normal to the laminates 
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„(*> = -kady„WTjk) (4) 

is required to be continuous at the interface (replace T by Q in 
equation (3)). 

Equations (l)-(4) are the "exact" equations characterizing heat 
conduction in laminated materials. In the subsequent analysis, this 
infinite set of equations will be replaced by a set of four continuum 
equations of infinite order using the techniques developed in [1-3] 
for stress-wave propagation. 

Equat ions of a Cont inuum T h e o r y 
Assume power series expansions of Tjk\ Qa^

k) about layer mid-
planes, i.e., 

g(x, yalk), z, t) = g(o)(x, z, t) + g(u(x, z, %„<*> + . . . 

+ g{n)(x,z,t)ya
lk)n/n!+... (5) 

where g represents any of Ta^
k\ Qjk\ 

Substituting the expressions (5) into (1) and (4), and equating 
powers of y<*'*' leads to differential-recurrence relations for the ex­
pansion coefficients. These are 

Tw^M = hctt - D*)TaMW\ 

(*> = — h Ti 
)(n+l) 

Ik) (6) 

where 

D2 = dx
2 + dz

2 and a = 1, 2; k = 1, 2, n = 0 ,1 , 2, . . . 

The expansions (5) may then be reduced to 

Tj*Hx, ya»\ z, t) = CaMTamM(x, z, t) - ya<*>fe<r
1Sa<*>Q„(0)<» 

QjhKx, yJU, z, t) = C„<*>Q„(0)<*>(*, z, t) 

- yJk)kaLa
2SaWTa(0M (7) 

where Ca '*', Sa^
h\ La are formal differential operators defined by 

(vJk)L )2 (v <*>L )4 

C„<*) = 1 + + — + 
2! 4! 

3! 5! 

LJ = yaSt - D2 

(8) 

Note that in equation (7), the temperature and heat flux 
throughout the laminated material are written in terms of their 
values (Ta(0)

ik\ Qa{B)
m) at layer midplanes only. 

Fig. 1 Geometry and coordinate system 

If the expansions (7) are substituted into the interface condi­
tions (3) (and the analogous condition on Q„'*'), the resulting four 
equations may be rearranged and written as 

Ca[Qam»+1) - Qam
w] + ZhgkeLfSnTen (A) 

+ hakaLa*Sa[Tamv>+» + TamW] = 0, 

Ca[Tam
(k+1) ~ V ' ] + 2/i/3%-1S„Qft( 

(A) 

~T naHa ^alhia(o)' ' ~l *¥a(0) <*+1) + Qam
(k)] = o, 0 ) 

1, 2; a ^ ft k = 1, 2 , . . 

The equations characterizing the problem have now been writ­
ten as a set of differential-finite difference equations with depen­
dent variables defined at discrete points (layer midplanes) along 
the y-axis. These will be converted to partial differential equations 
using the smoothing technique described in some detail in [1, 3]. In 
brief, TaV*\ Q„(fe) are replaced by the fields Ta, Qa which are de­
fined for all y and take on appropriate values when ye(Yjk) — hm 

Yjk) + ha); i.e., in the a, h layer (see Fig. 1). Since Y2
(k) = Y^ + 

A, where A = hi + hi, equations (10) may be written with all de­
pendent variables referred to Y/k\ For example, Qam

(k+1^ is re­
placed by QAYpM + A), Qp(0)<*> by Q( V > ) , T„(0)<*> by Ta(Y^ 
— A), etc. Here notations denoting functional dependence on x, z, t 
have been suppressed. Finally, the fields Tp(x, Y^-h\ z, t), Qa(x, 
Yj-^ + A, z, t), etc., are replaced by the smooth fields Ta(x, y, z, 
t), Qa(x, y + A, z, t), etc., defined throughout the domain by the 
problem, and all sums and differences are expanded about A = 0. 
Thus, equations (9) are reduced to 

-Nomenclature. 

C2, ^0, b% C2, d% = nondimensiohal parame­
ters, equation (22) 

Ca, Sa = differential operators, equation 
(8) 

G„, Sa = nondimensionalized operators 
corresponding to C„ and Sa. 

Cy, Sy = differential operators, equation 

(11) 
Gp, cP„ = nondimensionalized operators 

corresponding to Cy and Sy 

D = dx
2+Sz2 

D = a{
2 + af

2 

g = an arbitrary function 
ha = half length of a laminate 
k = integer, denoting layer number from 

the origin 
ha = thermal conductivity of a material 
ktA — mixture thermal conductivity normal 

to the laminates 

* f = defined by equation (26fe) 

ho = mixture thermal conductivity parallel 
to laminates 

La = differential operator, equation (8) 
Xa = nondimensionalized operator corre­

sponding to ha 

t = typical macrodimension 
Ma) 
Nj 
na = hjA 
Qo = reference heat flux quantity 
Q = heat flux normal to laminates 
t = time 
to = reference time scale 
T = temperature 
To = reference temperature 
—x, z = coordinate axes 
y„'*' = local coordinate axis normal to lam­

inates 
y = global coordinate axis normal to lami­

nates 

a = 1 or 2, subscript denoting matrix or 
fiber material 

/3 = l o r 2 , ?ta 
7 = reciprocal of thermal diffusivity 
T = reciprocal of nondimensionalized ther­

mal diffusivity 
A = h\ + hi 
e = Alt 
S = zie 
7] = nondimensionalized temperature 
M = mixture heat capacity 
£ = x/t 
P = ylt 
PaCa = heat capacity of a material 
2 = nondimensionalized heat flux normal 

to laminates 
xa = nondimensionalized thermal conduc­

tivity of a material 
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ACaSyayQa + htjkfjLffSpTp + hakaLa
2SaCyTa = 0, 

ACaSyayTa + hfskp-^SfsQp + hak„-1SaCyQa = 0, (10) 

a, 0 = 1, 2; a ^ /? 

The operators Cy and Sy are defined by 

Cy = cosh (Aay), Sy = (Aay)_1 sinh (Aay) (11) 

in analogy to equation (8). 
Equations (10) are the equations of a continuum theory for heat 

conduction in a laminated composite material. The dependent 
variables Ta, Qa have physical meaning at layer midplanes where 
they assume the appropriate exact values. Information on quan­
tities within the layers is obtained from the microstructure equa­
tion (7). 

A p p r o x i m a t e T h e o r i e s 
A typical microdimension associated with the problem is the 

half bilaminate thickness A. Let I represent a typical macrodimen-
sion and introduce the nondimensional quantities 

«• = Alt, i = x/e, P = y/e, i=zle, 

Vc = TJTo, 2„ = QJQo, Q0 = kMT0/t, 

T = t/t0, t0 = yt2 (12) 

where 7, k denote appropriate mixture diffusivity and conductivi­
ty to be defined subsequently. Note that characteristic time to 
(such as that associated with heat input at the boundary) may be 
used to define the macrodimension £. Using equation (12), equa­
tions (10) may be written as 

eaSpbpT\a + npte-igpZfi + n^Ca-^aGp'S.a = 0 ( 1 3 ) 

where <?„, cP„, &/,, £p, Xa are the scaled operators Ca, Sa, Cy, Sy, 
La. Also, 

T« = yjy, na = hjA, *„ = kJkM, £ = a(
2 + af

2 (14) 

From equations (13) and the (scaled) microstructure equations 
(7), a hierarchy of consistent approximate theories may be defined. 
A truncated system (13) of order N is obtained by truncating all <? 
and S operators after terms of 0(e2N). A theory of order N is com­
pleted by truncating the scaled microstructure equations at the 
same level. The two lowest order cases (N = 0, 1) are of greatest 
practical interest. However, it might also be pointed out that the 
case N = °° represents an exact theory, as was demonstrated in 
[1-3] for the analogous equations governing stress wave propaga­
tion. 

As equations (13) are a set of simultaneous, homogeneous, par­
tial differential equations, it may be shown that the dependent 
variables all satisfy the same equation. That is, equations (13) may 
be reduced to 

icosh (263,,) - cosh (2tn,iXi) cosh (2en.2-£2) 

- 2t2nin2(ft£2
2 + jV-^ i 2 ) ^2<? i<? 2 ) fVa] = 0, (15) 

where 3i = x-Jx\. Of course, i\a and S„, a = 1, 2, do not satisfy 
equation (15) independently, but are related through equations 
(13) which serve as compatibility conditions. 

In the limit as t —* 0, (15) reduces to 

\ay
2 + (m2 + re2

2 + nw2{H + »"1))£>2 

- (m27l + n2
272 + nxnzW-i-yx + Jty2))3t\ f "1 = 0 (16) 

in dimensional form. Introduce the definitions 

ix = niyiki + n2y2h% kD = «ifei + n2k% 

kM~l = nikr1 + n2k2~
1, y = /x/kM (17) 

and let y_1 and UM be the mixture diffusivity and conductivity for 
the scaling equation (12). (Alternately, define 70 = v-lkn and scale 
on ho, 7D- The choice is one of convenience.) With the definitions 
(17), equation (16) may be written 

(kMay
2 + kDD2 - nst) \ I = 0 (18a) 

where the dependent variables are now denoted by T and Q since 
the limiting <E —>• 0 approximation no longer distinguishes the two 
materials. Also, from equation (10) it may be deduced that heat 
flux normal to the laminates is 

Q = -kMdyT (18b) 

E f f e c t i v e C o n d u c t i v i t y T h e o r y 
Equations (18) are the equations of a truncated theory of order 0 

as defined in the previous section. The first of these is seen to be 
the three-dimensional heat conduction equation for a homoge­
neous, anisotropic medium. The material constants appearing in 
the equation represent geometrically weighted averages of the 
properties of the individual layers. The zeroth-order theory may 
then be viewed as the heat conduction analog of the "effective 
modulus" theory of elasticity [5], which features averaged elastic 
constants similar in form to equation (17). 

The heat conduction equation has been studied in great detail 
and solutions to many problems of interest may be found in the lit­
erature (see, for example, [4]). It will subsequently be shown that 
the "effective conductivity" equation (16) yields remarkably good 
agreement with an exact solution obtained via a finite difference 
numerical code for the particular case of heat conduction normal 
to the layers. Accepting the premise that the correlation remains 
substantially the same for two- or three-dimensional problems, in 
many applications the effective conductivity equations may offer 
an attractive alternative to other means for obtaining solutions. 

Consider the case of heat propagating normal to the layers; e.g., 
assume that a given temperature field is applied to the boundary y 
= 0. For simplicity, assume a uniform temperature field of magni­
tude To is applied to y = 0 from t = 0 to t = t0 while the boundary 
temperature is zero for all other time. Then, using the nondi-
mensionalization (12), the effective conductivity theory may be 
written3 

(a2 - ar)n = 0, 

ij(0, T) = 1, re(0, l ) , 

)/(0, T) = 0, i-e(0, 1), 

V(p, 0) = 0 (19) 

Note that since t = (toly)112, the parameter e may be calculated. 
This parameter serves as a measure of the applicability of the ef­
fective conductivity theory since one expects good correlation with 
the exact when e is small; that is, except for short temperature 
pulses input at the boundary. 

The solution in equation (19) is 

= erfc (-2-A ~ erfc ( A ^ > 1 (20) 
\ 2 T 1 / 2 / \ 2 ( T - 1 ) 1 / 2 / 

In Fig. 2, the solution equation (20) is compared to an exact so­
lution for a typical problem. The exact solution was calculated by a 
finite difference code wherein the diffusion equation was differ­
enced and solved by an implicit scheme. The figure depicts nondi-

3 The effective conductivity equations for normal propagation can be de­
rived in an elementary way using the analogy between the flow of heat and 
electrical current [6]. 
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20 

mensionalized temperature y\ versus y/A for nondimensionalized 
time T = 1 and 2. The physical parameters characterizing the prob­
lem are listed on the figure. Here, despite the great variation in 
material properties between two layers, the agreement between 
exact and approximate theories is excellent, even with e = 0.15. 

In Fig. 3, the exact and approximate theories are compared for a 
composite made up of similar materials but with e = 0.5. Once 
again, excellent agreement is obtained. 

H i g h e r Order A p p r o x i m a t i o n s 
From Figs. 2 and 3, one infers that the Oth-order theory defined 

from equation (13) may differ appreciably from the exact only for 
problems with e rather large, and even then only when the layer 
materials have substantially different heat conducting properties. 
For application to problems of the latter class, a higher-order theo­
ry of elementary form may be deduced from equation (13). 

Expanding in powers of t2, equation (15) may be written 

|(1 + o 2 < V W + (bo ~ b^D2 + d2e
2or)3)2 

• (1 + c2t
2ar)ar\ 0, a = 1,2 (21) 

02 = %, b0 = kD/kM, 

1 2 
fe2 = - (m4 + «24) + 2m2n2

2 + - rnmim2 + n2
2)(U + ft"1), 

3 3 

2 2 
d2 = - ( " l T i + n2

4T2) + 2n1
2n2

2(T1 + T2) + - nln2{n1
2Y1 

+ n2
2r2)(» + »~l) + - m W + «z2)(#-1ri + #r2), 

c2 = - (ru4ri2 + n2
4r2

2) + 2n1
2n2

2v1r2 

+ - n ] n 2 ( # - 1 r i + # r 2 ) ( r a i 2 r i + n2
2T2) (22) 

and where only terms of 0(t2) have been retained in equation (21). 
For heat flow normal to the layers, equation (21) reduces to 

1(1 + a 2 e W - (l+C2t
23r)\<fi=0 (23) 

where <p represents any of ?;„, 2„, a = 1, 2. Expanding <p in a regular 
asymptotic expansion in powers of e2, substituting in equation 
(23), and Collecting terms in the usual manner, equation (23) may 
be written, to the same order of accuracy as 
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Fig. 3 Temperature distribution at r = 1, 1.5, and 2 for similar material 
properties and small duration of input pulse f0 

Also, it may be shown that a2 — c2 > 0 for any combination of ma­
terial properties. 

Equation (24) implies that 

s2 = sT + 0(<E2) (25) 

\s2 - dr + e2(a2 - c2)sp
2aT}ip = 0. (24) 

when operations are on any of the unknown functions. Using this 
property, equations (13) imply the following relations between the 
functions 

T/„ = (1 + e2NadT)Vfi, 

136 / FEBRUARY 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2„ = (1 + t2Nfiar)-L0, 

Za = - ( 1 + €2Ma3T)3f,T}a, a, $ = 1, 2; a ^ /3 (26a) 

where 

iV„ 
»i»2 /K/JTJJ _ KaFa\ 

' 2 \ Ka Kp ) ' 

M« = - [« i 2 r i + «22r2 - 1 

- n i r a 2 ( r t i lW 2 + nzTdKi) + SninvKaTjKp]. (26b) 

Upon appending appropriate boundary conditions, equations 
(24) and (26) are the equations of the modified first-order theory. 
That is, given boundary conditions on one of the four dependent 
variables, solve equation (24) for that variable and use the rela­
tions (26) to obtain the remaining quantities. Recall from the deri­
vation of equation (13) that the dependent variables r)a, 2„, a = 1, 
2, have physical meaning only at layer midplanes. Values of these 
functions at other points are given by the microstructure equations 
(7). For example, 

vJkKyJk)) = Va(Yalk>) + * ^ VJ«C*V*>) 
Ka 

,p« 
(ft)2 

+ e 2 ^ r a 9 I „ „ ( W * ) ) (27) 

where pjk^ = ya
(*VA and 7/„(Ya'

fc)) indicates rja evaluated at y = 
yjk)-

Addressing the difficult question of boundary conditions, one 
first observes that in truncating equation (13) or (15), terms in­
volving higher-order space derivatives are dropped, a characteris­
tic of singular perturbation problems. In this context the modified 
first-order theory must be viewed as an "outer" solution which 
should be extended to the boundary by matching with appropriate 
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"inner" solutions. Rather than attempting this formidable task, we 
shall simply define the modified first-order theory to include the 
specification of the boundary conditions 

j)i = Air) or ~2i = B(T) on p = 0 (28) 

where the origin p - 0 is defined to be at a distance hikxlko from 
the free surface. 

Given a square wave temperature input as specified in equation 
(19), an analytical solution to equation (24) may be obtained using 
the Laplace transform and contour integration. This is 

1 fpe-rr il pr \ i /2 \ 
i;i = 1 I Bin ( I I p)dr, T < 1 , 

ir Jo r \\p — rl I 

•lS:(7-^-H&'"'h*» 
where 

[e2(o2 - c2)] 

(29) 

(30) 

Then using the remaining equations (26) and (27) of the modified 
first-order theory, a complete solution may be obtained. 

In Pigs. 4 and 5, the results of two typical calculations are 
shown. As in the previous Figs. 2 and 3, the effective conductivity 
theory is compared to the exact results obtained from the finite 
difference code. For the modified first-order theory, equation (29) 
together with the first of equations (26a) and (27) give the temper­
ature field for all p in terms of integrals like that in equation (29). 
Numerical value for the integrals were obtained using a standard 
Gaussian quadrature routine. In view of the close agreement be­
tween modified first-order and exact theories, investigation of still 
higher order analytical theories seems of little interest.4 

C o n c l u d i n g R e m a r k s 
The infinite set of equations (l)-(4) governing heat conduction 

in laminated composites was converted to a single set of equations 
(13) using a technique developed for studying wave propagation in 
composites. A hierarchy of continuum models was defined based 
upon a consistent truncation criterion. Of particular interest is the 
lowest-order theory called the "effective conductivity" theory. 
This theory is expected to correlate well with the exact for many 
problems of interest as is demonstrated by typical calculations 
(Figs. 2 and 3) for heat propagating normal to the layers. A higher-
order approximate theory, the modified first-order theory, is dis­
cussed. For propagation normal to the layers the applicable equa­
tions are (24)-(28), and for a square-wave input at the boundary a 
closed form solution is given by equation (29). Typical calculations 
illustrating the ability of this theory to model microstructure de­
tails and thus closely match the exact are presented in Figs. 4 and 
5. 

It needs to be emphasized here that the basic set of equations 
(15) from which theories of various orders can be derived is valid 
for three-dimensional problems. The one-dimensional problem 
treated here was chosen mainly because the most important effects 
are expected when heat flow occurs normal to the laminates since 
the material properties are discontinuous in this direction. Hence a 
theory adequate for this situation will be satisfactory for three-
dimensional problems also. 

Since the equations of higher-order theories, e.g., equation (23), 
contain derivatives of orders higher than the second, there are 
some difficulties associated with prescribing proper boundary con­
ditions. These difficulties can, however, be effectively avoided by 

4 Ben-Amoz [7] has suggested a continuum model for heat conduction in 
laminated composites which bears some similarity to that proposed here. 
For heat flow normal to the laminates and material properties such as those 
of Figs. 2, 4, 5 the lowest-order thettry of Ben-Amoz is essentially identical to 
that of this paper. However, depicting numerical results for typical calcula­
tions in plots like Figs. 2-5, Ben-Amoz shows a significant deviation between 
his lowest-order and higher-order theories. It thus appears that either some 
error has been made or that the higher-order corrections of Ben-Amoz act to 
decrease the accuracy of his theory. 
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expanding the solution in powers of e, as was done in the example 
problem. 

There are some features of the theory that distinguish it from 
some other continuum models for heat conduction [7, 8], First no a 
priori assumptions about the relative orders of magnitude of vari­
ous field quantities are made. Moreover the zeroth order theory 
derived here is the "effective conductivity" theory which can also 
be constructed by simple averaging process. Finally the use of 
higher order theories allows the construction of local details (mi-
crostructure) of the field quantities. Because of these characteris­
tics the model presented here appears to have greater usefulness. 
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Correlation of Theoretical Analysis 
With Experimental Data on The 
Performance of Charring Ablators 
Experimental data are obtained for surface recession, char depth, and temperatures in 
silica phenolic and carbon phenolic ablators from static test conducted on rocket 
nozzles. In an attempt to correlate the theoretical analysis with the experimental obser­
vations, it is found that the effective thermal conductivity of char is strongly dependent 
on the wall heat flux. An hypothesis is postulated that the char conductivity can best be 
correlated by cold wall heat flux treated as a generalized variable that includes the ef­
fects of other factors like temperature and chemical composition of the char. Exponen­
tial dependence of char conductivity on the cold wall heat flux is observed for both the 
ablators, and has offered excellent comparison between the theoretical and the experi­
mental system response. 

Introduction 

Charring ablators have long been used in rocket nozzles and 
entry heat shields as an efficient insulation system to protect the 
structure from high heat flux and high temperature environment. 
While noncharring surface ablators like teflon do not block the in­
coming heat flux by transpiration, charring ablators like nylon, 
and silica phenolics have the advantage that the pyrolysis gases 
evolved due to decomposition tend to additionally cool the porous 
char as they pass through it, and simultaneously reduce the wall 
heat flux by transpiring into the main stream boundary layer. 

Accurate prediction of char front and surface erosion in a char­
ring ablator is essential for the thermal engineer to successfully 
carry out the design of an optimum thermal protection system that 
results in a minimum weight configuration. An excellent review of 
various mathematical models employed in the heat transfer analy­
sis of charring ablation is recently given by Hurwicz and Rogan 
[l].1 These models primarily differ from one another in the as­
sumptions made to describe the mechanisms responsible for the 
char formation and its subsequent removal. 

Rigorous numerical solution of the charring ablator problem has 
become a practical reality by the advent of the present day high 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division July 3,1975. Paper No. 76-HT-P. 

speed digital computer. However, the theoretical analysis neces­
sarily requires correct and reliable thermal properties to adequate­
ly describe the system response. There are about a dozen thermo-
physical-chemical properties of a charring ablator that go as input 
to the program which solves for the dynamics of the temperature 
field, char front, and surface regression. The determination of 
these properties over a wide temperature range by conventional 
experiments is often exhaustive and most difficult owing to the 
coupled phenomena involving heat and mass transfer. In such sit­
uations, nonlinear estimation [2] appears to be the only alternative 
procedure that serves as a simple, fast, powerful, and economic 
tool to simultaneously evaluate the property parameters and check 
the validity of the mathematical model used to describe the physi­
cal processes. The idea of the method is to minimize in the least 
squares sense the difference between the theoretical and the ex­
perimental system response, and has first been employed by Beck 
[3] for heat transfer problems. 

Among the ablative properties the effective thermal conductivi­
ty of char is known to have a major influence on the performance 
of charring ablators [4]. Consequently considerable effort has been 
devoted to determine the char conductivity by conventional 
steady-state methods [4, 5]. It is widely recognized through experi­
ments, as well as theoretical reasoning that the effective char con­
ductivity is a function of several parameters like temperature, 
heating rate, char porosity and its radiative properties. It is con­
cluded in references [4, 5] that the char thermal conductivity for 
nylon phenolic increases by nearly a factor of ten as the tempera­
ture is increased up to about 3000 K, and that radiation might be 
responsible for the significant rise in conductivity at high tempera-
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ture levels. It is also mentioned [6] that the conductivity of char 
made in an ordinary oven of low heating rate can differ markedly 
when made in an arc jet facility which simulates the intense heat 
flux encountered in rocket nozzles and entry heat shields. 

It is surprising, however, to perceive that despite the importance 
of heating rate in controlling the char conductivity, a systematic 
study of the dependence of the effective char conductivity on the 
heating rate has been lacking in the literature. Fortunately, a sim­
ple and novel correlation of char conductivity with wall heat flux 
taken as a generalized variable is reported here in an attempt to 
compare the theory with the experimental data for estimating the 
thermal properties of ablators used in a rocket nozzle. As will be 
shown later in the paper, such a finding has rendered surprisingly 
good agreement between the theory and the experiment, thereby 
obviating the need for developing a complex expression for the 
char conductivity as a function of several variables. 

Analys i s 
The physical assumptions employed for the present analysis are 

as follows: 
1 Heat flow is one-dimensional. 
2 Pyrolysis occurs in a single plane and at a fixed temperature. 
3 The pyrolysis gases are in thermal equilibrium with the char. 
4 Surface erosion is due to melting/sublimation of char at con­

stant ablation temperature. 
5 Linear ablation theory [7] is used to take into account the 

blocking effects due to mass transfer cooling in the main stream 
boundary layer. 

6 The thermal properties are constant. 
7 The effective thermal conductivity of char is dependent only 

on cold wall heat flux. 
8 Reradiation from the exposed surface is neglected. 
The calculation of the turbulent convective heat transfer coeffi­

cient hB from combustion gases to the nozzle wall is based on the 
standard Bartz's equation [8] incorporating the effects of compres­
sibility, throat curvature, and variation of transport properties in 
the boundary layer, The contribution of the radiative heat transfer 
is, however, ignored primarily since its magnitude is small com­
pared to the total heat flux to the wall, and also due to the existing 
uncertainties in the prediction methods. Moreover, it is widely rec­
ognized that Bartz's equation would generally give conservative es­
timates for the convective heat transfer to the wall, thus compen­
sating in some measure for the neglect of radiation from the gases 
to the nozzle wall. 

A schematic of the system configuration for the ablative com­
posite structure is shown in Pig. 1. Under the assumptions made, 
the mathematical description of transient heat conduction is given 
by: 

Governing Equations. 

Ki(qcw) 
o2Tr 

+ rhnCn 
i>Tx 

PlCpl—,X<x<(X + Xl) (1) 
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Fig. 1 Schematic of a Charring ablator 

Ko-^-= P2CP2—, (X + X1)<x<(X + X1 + X2) (2) 
dX1 dt 

K, 
32T; 

PsCps , (X + Xj + X 2 

< x < (X + X 1 + X 2 + X3) (3) 

Boundary Conditions. 

sTt 
hs(Taw - Tr) = -Ki — + mpHp + mcHc, x = X (4) 

ax 

-Kr—-=-K2—- + mpAHp,x = (X + Xi) (5) 
ax ax 

K2 — = K 3 — , x = (X + X ! + X 2 ) (6) 
ax ax 

— - = 0,x = (X + X1 + Xo + X-i) (7) 
ax 

Initial Condition. 

T(x, 0) = T0; X 0 = X 1 0 = 0 (8) 

Note that 

mp = 0 if (T2)m a x < Tp 

and mc = 0 if (T{)mM < Tab (9) 

The relations for the instantaneous surface locations are given by: 

J *'The , 
— dt 

o pi 

X + X i = — d£ 
JO p2 - Pi 

X + Xi + X 2 = constant (10) 

Numerical Solution. 
The foregoing system of equations has been solved numerically 

by the finite difference explicit method. The solution procedure is 
similar to that employed by Swann and Pitman [7]. The method 
essentially utilizes the Murray-Landis scheme [9] which employs 
the substantial temperature-time derivative to take into account 
the moving boundaries of char front and surface erosion. Minor 
improvements have, however, been incorporated in the program. 
For example, the assumption of a small initial char for starting the 

- N o m e n c l a t u r e . 
Cp = specific heat 
Cp = specific heat of pyrolysis gases 
hs = heat transfer coefficient 
Hc = heat of ablation 
Hp = blocking effectiveness of gaseous 

products of pyrolysis 
K = thermal conductivity 
the = rate of char loss 
mp = rate of loss of virgin material 
qcw = cold wall heat flux with no mass 

transfer, hg(Taw — Ta) 

T = temperature 
Taj, = ablation temperature 
Taw = adiabatic wall temperature 
To = uniform initial temperature 
Tp ~ pyrolysis temperature 
t = time 
tb = burning time 
x = distance from the original inner sur­

face 

X = instantaneous thickness 
X = surface erosion 
p = density 
AHP = heat of pyrolysis 

Subscripts 

1, 2, 3 = refer to char, virgin, and back-up, 
respectively 

0 = initial value 
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solution is removed. Initially all the ablator is in virgin state and 
char begins to form only when the exposed surface reaches the de­
composition temperature, and no starting difficulties have been 
observed. Uniform number of space intervals are taken both in the 
char and the virgin regions leading to a variable space net work. 
Different number of space divisions have been considered in the 
char and the virgin. 

E x p e r i m e n t a l D a t a 
A static test has been conducted on a rocket motor using silica 

phenolic and carbon phenolic ablators in different regions of the 
nozzle divergent. The temperature histories at the ablator-back-up 
interface have been recorded using 30 gauge insulated chromel-
alumel thermocouples. The erosion and the char depth data along 
the nozzle divergent are measured by post test examination of the 
nozzles. Measured data on surface erosion and char depth at sever­
al axial locations in the divergent are depicted in Table 1. No cor­
rection has been applied to the post test values of char depth due 
to soak-back, and they are taken equal to the burn-out values, as 
the error in such an assumption is found to be insignificant [10]. In 
fact, sample calculations by the author have also indicated that the 
error due to soak-back in the char depth value is less than a frac­
tion of a millimeter. 

Corre la t ion of T h e o r y W i t h E x p e r i m e n t 
By a systematic correlation of the theoretical analysis with the 

test results of char depth and surface erosion, several thermophys-
ical-chemical properties for both carbon phenolic and silica pheno­
lic ablators have been estimated, and are found to lie within the 
band of the values reported in the literature. In particular, the 
properties evaluated for carbon phenolic appear to be in general 
agreement with those reported by Pfal and Mitchel [6] for the vir­
gin and the char thermal conductivities, specific heat of char, heat 
of pyrolysis and pyrolysis temperature. They have used nonlinear 
regression for their estimation procedure, and considered the mea­
sured char interior surface temperature as a boundary condition 
for the analysis involving cylindrical coordinate system. Constant 
averaged properties are considered in their investigation. The de­
tailed results of all the estimated thermal properties for both the 
ablators are not however reported here, as it is not the primary 
concern of this paper. 

The results of this investigation have revealed an empirical rela­
tionship involving exponential dependence of the effective char 
conductivity on the cold wall heat flux. This explains the experi­
mental observation that there is a pronounced increase in char 
depth and surface erosion in the near downstream region where 
heat fluxes are severe. The general correlation obtained is given by 

Kr = A exp(BqCU!) (11) 

where Ki is expressed in W/(M - K) and qcw in MW/(M2 - K). 
In equation (11), A and B are the two empirical constants which 

depend upon the type of material, and are to be established from 
the experimental data in conjunction with the theoretical model. It 
is found from the present results that the constants A and B for 
the two materials tested are given by: 

A = 0.2884, B = 0.4845, for silica phenolic (12) 

and 

A = 0.5846, B = 0.3997, for carbon phenolic (13) 

It would be worthwhile to mention here that in a preliminary at­
tempt by the author to correlate the conductivity with tempera­
ture by first altering equation (1) to contain a/ax(KiaTi/ax), it is 
found that numerical instability has occurred at high heat flux 
values, and that even when stability is insured as in the case of a 
relatively low heat flux, the calculated char depth and erosion have 
not compared well with the experimental data. This clearly dem­
onstrates the inadequacy of the correlation of conductivity with 
temperature alone. 

On the other hand, an examination of the boundary condition 
equation (4) suggests that these mathematical instabilities that 
arise out of correlation with temperature can be in some sense rep­
resentative of physical instabilities which bring to light the fact 
that the char conductivity should increase in relation to the cold 
wall heat flux. It is also known that the internal heat transfer de­
pends on several variables like temperature, chemical reactions, 
porosity etc., all of which are in turn related to the wall heat flux. 
These arguments explain the basis of the present work for correla­
tion of effective char conductivity with cold wall heat flux consid­
ered as a generalized variable. The mathematical model is accord­
ingly followed in the present analysis, and this marks the impor­
tant difference between the present model and the models em­
ployed by previous investigators. 

R e s u l t s and C o m p a r i s o n 
The best-fit char thermal conductivity variation with cold wall 

heat flux is displayed in Fig. 2 both for carbon phenolic and silica 
phenolic. The conductivity for the silica phenolic char is estimated 
for a heat flux range of about 2-6 MW/M2 and for carbon phenolic 
for about 4-6 MW/M2. Extrapolation can, however, be made to de­
termine the char conductivities outside this heat flux range, using 
the best-fit correlations. The correlation coefficient for silica phe­
nolic is found to be 0.998 and is 0.966 for carbon phenolic. This 
high correlation is certainly indicative of the soundness of the 
mathematical model employed here regarding the effective char 
conductivity. The relatively low correlation for carbon phenolic is 
expected to be the result of small range of the cold wall heat flux 
for which the experimental data are available. It is interesting to 
note that the trend of the conductivity versus cold wall heat flux 
depicted in the figure is very similar to the trend obtained by con­
ventional experiments [4, 5] for conductivity as a function of tem­
perature. It is also found from Fig. 2 that for the same cold wall 
heat flux, the effective thermal conductivity of carbon phenolic 
char is higher than that of silica phenolic char. The increased con­
ductivity for carbon phenolic char is attributed to its high carbon 
content. In general, the simple correlations obtained here for the 
effective thermal conductivity of chars are quite satisfactory for 
engineering design. It is expected that similar correlations may 
hold good for the chars of any other charring ablator, but the cor­
relation constants A and B will be different and have to be estab­
lished from experimental data in conjunction with theoretical 
analysis. t 

The calculated values of char depth, surface erosion, and tem­
peratures using the best-fit thermal properties estimated here are 
now compared with the experimental data obtained from the test 
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Table 1 Comparison of calculated and experimental surface erosion and 
char depth at burn-out 
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Experiment 
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13.0 
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13.5 

12.0 

9 .5 

8.0 

6.5 

6 .5 

5 .0 

nozzle. Table 1 gives a summary of the comparison of char depth 
and surface erosion at burn-out at several planes located along the 
nozzle downstream. The values of cold wall heat flux and original 
ablator thickness have also been shown. The experimental char 
depth values at burnout are assumed equal to the post test values, 
since the error in such an assumption is known to be insignificant. 
The detailed theoretical histories of char depth, surface erosion, 
and temperature and comparison with test measurements are 
shown in Figs. 3-5. 

Pig. 3 depicts the comparison of calculated char depth history 
with the experimental values. Good agreement is found between 
the theory and the experiment throughout the nozzle divergent. 
The maximum deviation in the predicted value of char depth is 
seen to be 1.7 mm. The calculated char depth increases very rapid­
ly at the onset of pyrolysis and then gradually decreases, tending 
to reach a steady-state value. In all cases, char is found to form 
within a fraction of a second after firing starts. The char front ap­
pears nearly proportional to yft like the penetration depth in a 
semi-infinite slab. The trend of the results is similar to that ob­
tained by others. 

The comparison for the surface erosion is shown in Fig. 4. The 
agreement between the calculated and the measured value is found 
to be very satisfactory, and the maximum error in the predicted 
erosion is about 1.2 mm. It is interesting to note that the trend of 
the theoretical surface erosion history is similar to that obtained 
for melt location history in a melting finite slab [11, 12], and also 
resembles the experimental trend of the ablation history measured 

using radioactive ablation sensors [13]. The measured surface ero­
sions are generally slightly higher than the calculated values, re­
vealing that some erosion due to mechanical shear and chemical 
oxidation is present. 

A comparison of ablator-back-up interface temperature history 
at a particular location in the nozzle divergent is also displayed in 
Fig. 5. Excellent matching is observed between the calculated and 
the measured temperatures throughout the operating period. 

The present theoretical analysis using the estimated thermal 
properties together with the correlations developed for the char 
thermal conductivities has compared favorably well with the ex­
perimental data of a few other test nozzles, thus demonstrating the 
consistency and the reliability of the correlations. 

Conclusion 
Comparison of the theoretical analysis with the experimental 

data on the performance of two charring ablators, namely carbon 
phenolic and silica phenolic, used in nozzle divergent has led to a 
postulation that the effective thermal conductivity of char can best 
be correlated by cold wall heat flux treated as a generalized vari­
able to incorporate the effects of temperature and chemical com­
position of char. Simple exponential dependence of char conduc­
tivity is observed for both the ablators, and the corresponding cor­
relation constants have been reported. The hypothesis postulated 
has permitted satisfactory agreement between the theoretical and 
the experimental system response. It is believed that a correlation 
of the type suggested here can be of considerable practical applica­
tion in the design of efficient thermal protection systems as fre­
quently demanded in space technology. The author hopes that fur-
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Fig. 3 Comparison of char depths Fig. 4 Comparison of surface erosion 
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E q u a t i o n s (18) and (31c) should read: 
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Fig. 5 Comparison of temperature history at the ablator-back-up inter­
face 

the r work in th i s d i rec t ion will be carr ied ou t by o the r invest iga­

tors to s u b s t a n t i a t e t h e appl icabi l i ty of t h e hypo thes i s . 
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Free Convection Heat Transfer 
To Non-Newtonian, Dilatant 
Fluids From a Horizontal 
Cylinder 

C. B. Kim1 and D. E. Wollersheim2 

N o m e n c l a t u r e 
Cp = specific heat, Btu/lbm-cF 
g = gravitational acceleration, ft/s2 

gc = gravitational constant, 32.2 lbm-ft/lbf-s2 

G(n) = Gentry's flow behavior index-dependent coefficient 
K(n) = Kim's flow behavior index-dependent coefficient 
K = consistency index, lbm/ft-ts)2"" 
k = thermal conductivity, Btu/hr-ft-°F 
n = flow behavior index 
NQIA = Acrivos' Grashof number 
NpTA = Acrivos' Prandtl number 
N+GrK= Kim's Grashof number 
iVprK = Kim's Prandtl number 
(Ntiur)x = local Nusselt number based on radius 
(NNur)avg = average Nusselt number based on radius 
go = surface heat flux, Btu/hr-ft2 

r = radius, ft 
T = temperature, CF 
Ts = surface temperature, °F 
Too = bulk fluid temperature, °F 
x = coordinate parallel to the surface 
y = coordinate normal to the surface 
/3 = coefficient of thermal expansion, 1/°F 
p = density, lbm/ft3 

0 = circumferential angle 
T = shear stress, lbf/ft2 

In troduct ion 
Theoretical studies on free convection to power-law fluids have 

been presented in the form of similarity solutions for an isothermal 
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ing, University of Missouri-Columbia, Columbia, Mo. 

2 Associate Professor, Department of Mechanical and Aerospace Engi­
neering, University of Missouri-Columbia, Columbia, Mo. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCI­
ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division July 24,1975. 

two-dimensional body [l],3 similarity solutions for uniform heat 
flux-vertical flat plates [2], integral solutions for isothermal and 
uniform heat flux flat plates [3], and integral solutions for isother­
mal horizontal cylinders [4]. Experimental investigations have 
been reported in the cases of isothermal flat plates [5, 6], uniform 
heat flux-vertical flat plates [7], and isothermal horizontal cylin­
ders [4]. The results of the experimental work generally seem to 
agree with the theoretical predictions. 

Since only pseudoplastic test fluids were used in the previous 
studies, the present work was undertaken to obtain free convection 
data for rheological dilatant fluids using a horizontal cylinder. Sur­
face boundary conditions considered were isothermal and uniform 
heat flux, and concentrated corn starch suspensions in aqueous su­
crose solutions were utilized as dilatant fluids. The results of this 
investigation were analyzed and compared with the integral solu­
tions presented in the Analysis. 

A p p a r a t u s 
The heat transfer apparatus employed in this investigation is es­

sentially the same as that used earlier by Gentry and Wollersheim 
[4]. The cylindrical model is 2.034 in. in diameter and 8.018 in. in 
length, and consists of twenty aluminum segments each indepen­
dently heated by resistance strips bonded to the interior surface. 
The local surface temperatures were measured by copper-constan-
tan thermocouples embedded in the heated segments. 

Analys i s 
For isothermal surface conditions, the integral solutions by Gen­

try and Wollersheim [4] are presented. These integral solutions 
compared well with Acrivos' similarity solutions. For uniform heat 
flux surface conditions, the integral solutions are provided by as­
suming proper dimensionless groups. In both cases the velocity 
and temperature profiles employed are those proposed by Fugii [8] 
and Tien [3] for a vertical plate. 

Although the choice of velocity and temperature profiles used in 
the integral solutions is somewhat arbitrary, using Tien's profiles 
for a horizontal cylinder seems reasonable since these profiles sat­
isfy well the imposed boundary conditions of the present investiga­
tion. With the assumption of high Prandt l number, inertial terms 
appearing in the momentum equation were neglected. The gener­
alized Grashof and Prandtl numbers were defined, and the above 
velocity and temperature profile expressions were utilized to yield 
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Table 1 Rheological properties of corn starch suspensions in aqueous 
sucrose solution 
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the solution for the local Nusselt number. The local Nusselt num­
ber based on the radius for both cases is expressed as follows: 

Isothermal Conditions [4]. 
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(5) 

(6) 

T e s t F l u i d s 
Four volume concentrations (38, 39, 41, and 42 percent) of corn 

starch suspensions in an aqueous sucrose solution of 50 percent 
concentration by weight were used to represent rheological dila-
tant fluids. This sucrose solution had a viscosity of 8.4 centipoise 
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Fig. 2 Free convection results for uniform flux surface conditions for 38 
percent cs/ss solution 

at 85.2°F, and had a density of 1.23 gm/cc. The necessary concen­
tration of sucrose solution was determined by making the density 
close to that of corn starch (1.24 gm/cc) in order to minimize set­
tling problems in the suspension. 

The viscometric tests showed that the dilatant behavior of the 
fluid, described by a power-law model (equation (7)), was restrict­
ed to particle concentrations of 36-44 percent by volume. 

gc \dy/ 
(7) 

Fig. 1 Free convection results for isothermal surface conditions for 38 
percent cs/ss solution 

For the range lower than 36 percent, the fluid showed pseudoplas-
tic behavior and for the range higher than 44 percent, the fluid was 
a Bingham plastic. 

Rheological properties of the test fluids were obtained at four 
different temperatures (70, 80, 90, and 100°F) by using a Brook-
field LVT viscometer, and these values were checked with a 
Weissenberg rheogoneometer at 88°F. Viscometric data were well 
represented by a power-law fluid model. The flow behavior index 
and consistency index of the fluids are presented in Table 1, and 
the actual Prandtl numbers of the test fluids were in the range 
from 6 X 103 to 2 X 104. 

E x p e r i m e n t a l R e s u l t s 
For uniform heat flux surface conditions, six different fluxes 

(255, 275, 295, 315, 335, and 355 Btu/hr-ft2) were supplied to the 
cylinder surfaces and six temperature differences (28, 32, 36, 40, 
44, and 48CF) were used for isothermal conditions. 

A total of 24 runs was obtained for each of the boundary condi­
tions. Local free convection data are expressed in terms of pre­
viously defined dimensionless groups for the 38 percent cs/ss solu­
tion in Fig. 1 for the isothermal case and in Fig. 2 for the uniform 
flux case. These results are typical for the four concentrations test­
ed. The solid lines in the figures represent the integral solution 
predictions and experimental values are provided at angular posi­
tions of 9, 27, 45, 81, 99, 117, 135, 153, and 171 deg measured from 
the lower stagnation point. 

In expressing the experimental property data, the dimensionless 
groups were evaluated at the local film temperature, which is the 
mean temperature of the cylinder surface and the bulk fluid tem­
perature. 

Experimental data for both isothermal and uniform heat flux 
conditions agree quite well with integral solutions for angles small­
er than 140 deg. However, at angles higher than 140 deg, experi­
mental values for the local free convection coefficients are signifi­
cantly higher than the integral solutions. 

Similar results were reported for pseudoplastic fluids for the iso­
thermal case [4], and*for mineral oil for both cases [10]. The results 
of mineral oil are shown in Figs. 1 and 2 for comparison. This phe-
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nomenon is primarily attributable to boundary layer interaction in 
the upper stagnation region which is not accounted for in the inte­
gral solutions. At the upper stagnation region of the cylinder, the 
natural convection flow from one side of the cylinder interacts 
with the flow coming from the other side of the cylinder. As a re­
sult the integral solutions are not valid as the upper stagnation re­
gion is approached. 

When comparing the integral solutions for different n values 
(including n = 1 for Newtonian fluids), it was found that the solu­
tions were very close to each other when expressed in dimension-
less form. 

The expressions for average free convection were obtained by in­
tegrating local dimensionless groups over the test section surface. 
The average experimental Nusselt numbers for both cases are ap­
proximately 3-8 percent higher than the theoretical ones. The av­
erage Nusselt numbers for all experimental data were obtained 
from a least squares fit to be 

(WNu,)avg = 2.816 (NGrANFlA)0WS: (isothermal) (8) 

(NNu,)avg = 3.544 (iV+GrKWPrK)0071: (uniform heat flux) (9) 

These expressions for the average Nusselt number for non-Newto­
nian, dilatant fluids should be useful for design purposes since 
their forms are relatively simple. 

It was necessary to insure that the test fluids exhibited similar 
rheological behavior under natural flow conditions as those ob­
served in the rotational viscometer since rheological properties de­
termined by the viscometer were used for the actual flow condi­
tions. 

Due to the opaqueness of the test fluids, and the low velocity of 
the flow, the velocity profiles of the flow were not experimentally 
determined. However, the primary objective was to determine if 
shear rates under actual flow conditions were indeed within the 
range of the shear rates obtained by the viscometer. Therefore, Ac-
rivos' expression [1] was employed to estimate the shear rates at 
the cylinder surface. The range of shear rates encountered under 
the actual flow conditions was approximately 0.100-2.00 1/s, while 
the shear rates produced in the rotational viscometer were in the 
range of 0.100-10.00 1/s. Therefore, it was assumed that the test 
fluids exhibited similar rheologically dilatant behavior. Further 
details regarding the present work may be found in reference [9]. 
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Velocity Measurements for 
Buoyancy-Induced Flow in 
Mercury Adjacent to Vertical 
Single Cylinders 

J. R. Welty1 and D. R. Peinecke2 

N o m e n c l a t u r e 
/ ' = dimensionless velocity; = xu lbv(Gxx* lb)aA 

Qt-c* = local modified Grashof number; = figqxi/i>2k, evaluated at 
Tr 

q = wall heat flux 
Tr = reference temperature; = 0.7 Ts + 0.3 T„ 
u = local velocity in x -direction 
x = axial coordinate measured from leading edge of heated section 
y = coordinate normal to heated surface measured radially out­

ward 
/3 = coefficient of thermal expansion 
i) = dimensionless position; = (y/x)(Grx*/5)0-2 

Subscripts 

•» = value at distance far from heated surface 
max = conditions representative of maximum value of u 
s = evaluated at heated surface 
x = evaluated at axial position, x 

In troduct ion 
It is the purpose of this note to present and characterize velocity 

profiles obtained from local measurements with mercury in 
buoyancy-induced flow adjacent to heated vertical cylinders. Ex­
perimentally determined velocity data for a liquid metal in natural 
convection and cylindrical geometry are reported here for the first 
time. 

Velocity data have been previously reported with mercury adja­
cent to plane vertical surfaces [1, 2, 3];3 analytical predictions are 
available for plane surfaces also [4, 5]. Heat transfer results and 
temperature profiles have been published with plane surfaces [1, 6, 
3], single cylinders [7], and arrays of vertical cylinders [8]. A nu­
merical solution for free convective heat transfer from slender cyl­
inders has been reported recently by Cebeci, et al. [9]. The infor­
mation presented herein supplements the heat transfer results of 
Wiles and Welty [7]. 

Measurement of local velocities in an opaque, highly conductive 
fluid such as mercury with relatively small temperature gradients 
existent presents a difficult experimental problem. A quartz-coat­
ed hot film anemometer probe was used for this purpose. 

E x p e r i m e n t a l A p p a r a t u s and P r o c e d u r e 
Measurements were made with three different cylinder sizes; 

outside diameters were 5.354, 3.467, and 1.499 cm. Heated lengths 
were 9.779, 9.652, and 9.779 cm, respectively. Details of the heater 
construction and the constant temperature bath are available in 

[V]. 
The velocity probe was mounted to a two-dimensional tra­

versing mechanism which provided positioning of the probe within 
±0.00127 mm radially and 0.0127 mm axially (vertically). Calibra-
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nomenon is primarily attributable to boundary layer interaction in 
the upper stagnation region which is not accounted for in the inte­
gral solutions. At the upper stagnation region of the cylinder, the 
natural convection flow from one side of the cylinder interacts 
with the flow coming from the other side of the cylinder. As a re­
sult the integral solutions are not valid as the upper stagnation re­
gion is approached. 

When comparing the integral solutions for different n values 
(including n = 1 for Newtonian fluids), it was found that the solu­
tions were very close to each other when expressed in dimension-
less form. 

The expressions for average free convection were obtained by in­
tegrating local dimensionless groups over the test section surface. 
The average experimental Nusselt numbers for both cases are ap­
proximately 3-8 percent higher than the theoretical ones. The av­
erage Nusselt numbers for all experimental data were obtained 
from a least squares fit to be 

(WNu,)avg = 2.816 (NGrANFlA)0WS: (isothermal) (8) 

(NNu,)avg = 3.544 (iV+GrKWPrK)0071: (uniform heat flux) (9) 

These expressions for the average Nusselt number for non-Newto­
nian, dilatant fluids should be useful for design purposes since 
their forms are relatively simple. 

It was necessary to insure that the test fluids exhibited similar 
rheological behavior under natural flow conditions as those ob­
served in the rotational viscometer since rheological properties de­
termined by the viscometer were used for the actual flow condi­
tions. 

Due to the opaqueness of the test fluids, and the low velocity of 
the flow, the velocity profiles of the flow were not experimentally 
determined. However, the primary objective was to determine if 
shear rates under actual flow conditions were indeed within the 
range of the shear rates obtained by the viscometer. Therefore, Ac-
rivos' expression [1] was employed to estimate the shear rates at 
the cylinder surface. The range of shear rates encountered under 
the actual flow conditions was approximately 0.100-2.00 1/s, while 
the shear rates produced in the rotational viscometer were in the 
range of 0.100-10.00 1/s. Therefore, it was assumed that the test 
fluids exhibited similar rheologically dilatant behavior. Further 
details regarding the present work may be found in reference [9]. 
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Fig. 2 Dimensionless velocity profiles, low heat flux 

tion of the velocity probe was accomplished using procedures re­
ported previously [10-12]. A miniature sheathed thermocouple, ce­
mented to the anemometer probe support, permitted temperature 
and velocity data to be taken simultaneously. 

The anemometer was calibrated before and after a series of ve­
locity measurements with negligible change noted between them. 

Fig. 3 Dimensionless velocity profiles, moderate heat flux 

The average correlation coefficient, for the more than 400 data 
points taken in this work, was 0.998. 

Data were obtained with each test cylinder at heat flux levels of 
3150, 7880, and 15760 W/m2. For each heat flux, data were taken 
at axial positions, x, corresponding to values of Gr.t* of 3 X 106, 6 
X 107, and 4 X 109. Details of test procedures are discussed by 
Humphreys [12]. 

Results and Discussion 
To characterize velocity profiles or to identify trends in the flow 

field as influenced by certain variables one would be interested in 
both the magnitude and location of the velocity maximum as well 
as the boundary layer thickness. 

A priori one would reason that, for the same heat flux and loca­
tion of observation relative to the surface, local velocity values 
would decrease with decreasing cylinder diameters, i.e., the effect 
of increased curvature would be to decrease local velocity, the 
plane-wall case being the maximum. Wiles [13] found that the ef­
fect of curvature on heat transfer was to increase local Nusselt 
numbers due to the greater radial temperature gradients present 
with smaller diameters. 

Velocity profiles obtained for each of the three heat flux levels 
with each cylinder are of the typical shape for natural convection. 
Pig. 1 shows nine sets of velocity data, approximately one-third of 
the total data taken. 

Trends in local velocity values and distribution are evident in 
Fig. 1. Hydrodynamic boundary layer thickness does not appear to 
change appreciably either with Gr.t* or with cylinder diameter. 
Observable trends are present for both the magnitude and location 
of the maximum velocity. 

Comparisons are shown in Figs. 2-4 with the flat plate data of 
Humphreys [11], and the perturbation results of Chang, et al. [5]. 
The parameters used are those suggested by Sparrow and Gregg 
[4], y\ being dimensionless position and / ' being dimensionless ve­
locity. The shaded areas in each figure represent the ranges in the 
results of each reference. It should be noted that both Humphreys 
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Fig. 4 Dimensionless velocity profiles, highest heat flux 

and Chang, et al., observed a "crossing over" of their profiles, i.e., 
the Grashof number resulting in highest peak velocity yielded the 
lowest velocity far from the heated wall. Some evidence of this ten­
dency is observable in these figures, particularly at Gvx* = 3 X 106. 

In each figure velocities adjacent to cylindrical surfaces are 
below those for a plane wall, the difference being less for increased 
values of Grx*. 

Experimental profiles display similar trends but do not coincide 
as would be true if the similarity parameters, i) and / ' , were suffi­
cient to describe the flow behavior. Definite variation is apparent 
with the amount of curvature and with Grashof number, variations 
with Grx* due principally to a varying heat flux level. Since all 
measurements were accomplished in mercury no Prandtl number 
effect was investigated; the Prandtl number of mercury (Pr = 
0.023) is representative of the liquid metals. 

Conclusions that may be reached regarding natural convection 
in low Prandtl number fluids adjacent to heated vertical cylinders 
are the following: 

1 Velocities adjacent to curved surfaces are below analytical 
results for flat plates, LID = 0. 

2 Velocity data, when reduced to / ' versus -q form, do not ex­
hibit similarity. Differences are present both with heat flux level 
and with cylinder diameter. 

3 Velocity profiles indicate the hydrodynamic boundary layer 
thickness to be only slightly affected by heat flux level or cylinder 
diameter. 

4 The principal effect of heat flux and cylinder diameter is on 
magnitude and location of the velocity peak. 

5 With increased heat flux the peak velocity increases and oc­
curs nearer to the heated surface. 

6 With decreasing diameter the peak velocity decreases in 
magnitude and occurs further away from the heated surface. 

Indications from this work are that, with a given cylindrical sur­
face oriented vertically, an increase in wall heat flux causes flow 
rates to increase in the near vicinity of the surface without appre­
ciable effect on the extent of the flow field. This region is also 

where higher fluid temperatures exist. Thus, an increase in wall 
heat flux causes a significant increase in flow rate with an increase 
in energy concentration in the near-surface fluid layers. 
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Recently, Crosbie and Sawheny [1, 2]2 have applied Ambarzu-
mian's method to the following integral equation describing the ra­
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Fig. 4 Dimensionless velocity profiles, highest heat flux 
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B(x, m) = e-" 

with kernel 

K(x)= C 
Jo 

• ("°B(y,m)K(\x-y\)dy (1) 
i • - ' 0 

ne-"xJi(n)dn = (1 + x2)~3/2 (2) 

where Ji(ra) is the Bessel function of order one. The depth into the 
cavity is denoted by x. p = 1 corresponds to a cavity subject to ex­
ponentially decaying wall heat flux, i.e., qw(x) = go exp(-mx) [1], 
while p < 1 corresponds to a cavity subject to an exponentially 
decaying wall emissive power, i.e., oTw

4(x) = CTTO4 exp(—mx) [2]. 
The radiosity at the edge of the cavity satisfies either of the fol­
lowing two nonlinear integral equations: 

B(0, m) 1+-B(0,m) 
2 

2 

X 
s; 

- nJi(n)B(0,n) 

n + m 

mJi{n)B{0,n) 

dn 

dn 

(3) 

(4) 

(5) 

B(0,m) ' 2 ^ o n + m 

Inspection of equation (4) reveals that for m = 0 

B(0, 0) = (1 - p)"1 / 2 

In the study of noncoherent scattering [3, p. 205] in a semiinfin-
ite medium, the following integral equation for the source function 
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A 
S(j,z) = e-r'z + A j . -

2 Jo 
S(t,z)#i(k-i|)<i£ 

with kernel 

KI(T) -s: e~r'*'G(z')dz'/z' 

(6) 

(7) 

where T is optical depth into the medium and A is the albedo. The 
source function at the boundary, 5(0, z) = H(z) satisfies the fol­
lowing nonlinear integral equation [3, p. 212]: 

H(z) = l+-zH(z) C 
2 Jo 

•H(z')G(z') 

z + z' 

This equation can be solved [3, p. 216], i.e., 

ln[l - \V(u)] 
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H(z) = exp 
2 /""» 

ir Jo 1 + Z2U2 
du 

where 

V( 
G(z) , f - G(z 

J o 1 + u 
-dz 

(8) 
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(10) 

Comparison of equations (l)-(3) with (6)-(8) reveals that A = p 
z = 1/m, G{z) = Ji(l/z)/z2, and .8(0, m) = H(l/m). Thus, 

Ji(l/z) dz ("° m2Ji(m) 
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where K\(u) is the modified Bessel function of order one. The last 
integral was obtained from reference [4]; therefore, the radiosity at 
the edge of the cavity is given by 

ln[l - puKriu)] 
B(0, TO) = exp m r° 

7F J o 
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This closed-form expression was evaluated numerically for a wide 
range of m and p values. The results agreed with the previous cal­
culated values [1, 2] which were obtained from equation (4) by it­
eration. 

Equation (12) is more suitable than equation (4) for investigat­
ing the nature of the edge singularity in the wall heat flux case (p = 
1, m —>• 0). When m is small, the main contribution to the integral 
in equation (12) occurs at small u. For small u 

uKi(u) •• 

with 7 = 0.5772156649 . 
equation (12) yields 
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When p < 1 only the first term in equation (13) is required to yield 
equation (5). However, for the special case of p = 1, the next term 
is important. For this case the transformation x = u/m yields 
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in the integrand of equation (16) gives 
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Letting m become very small and introducing the following inte­
grals: 
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into equation (18) yields 

B(0 ,TO)^e X p[ - i ln ( iTO 2 A) + I ^] (20) 

B(0, TO) ^ 
V2 

exp (TT2/16A2) (21) 

Table 1 Comparison of various approximations of 
B(0,m) with exact results for p = 1 

V2 

m 

1.0 
0.5 
0.2 
0.1 
0.01 
0 .001 
0 .0001 
0 .00001 

B(0,m) 
2.03112 
2.94387 
5.38909 
9 .07591 
63 .7895 
522 .220 
4542 .95 
40786 .7 

'm\f~A 

( "*\ expw/ 
9 .16015 
3 .54314 
5 .36883 
« . 89990 
63 .3084 
521 .233 
4 5 4 0 . 4 1 
40778 .0 

N / 2 

m-jA 
1.80198 
2 .47208 
4 .74006 
8.27816 
61 .8919 
515.584 
4511.50 
40607 .4 

N / 2 

mVln(2/m) 
1.69864 
2 .40224 
4 .65991 
8 .17078 
61 .4393 
512 .959 
4493 .87 
40478 .7 
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When m is very small, A = ln(2/m) and equation (21) becomes 

fl(0, m) = V 2 l[m Vln(2/m)] (22) 

Physically, equation (22) means the temperature at the edge of the 
cavity is inversely proportional to [m ln(2/m)]1 '4. This behavior is 
somewhat unexpected since the overall heat transfer from the cavi­
ty is inversely proportional to m. 

Approximations (21) and (22) are compared to the exact numer­
ical results in Table 1. These approximations yield imaginary 
numbers when m > 2 and thus are not included. This behavior is 
due to the truncation of the series for uKi(u) to three terms. In­
spection of Table 1 reveals that equation (21) is a more accurate 
approximation than equation (22) except when m > 0.5. For the 
range of m values reported in Table 1, approximation (22) under­
estimates the radiosity. 
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I n t r o d u c t i o n 
If the outside surface of a small diameter tube, wire, or cable has 

approximately constant temperature, there is a critical thickness 
of insulation which maximizes energy loss by heat transfer. This 
critical thickness of coating can be utilized when it is desired to 
cool the cylindrical tube, wire, or cable as effectively as possible. It 
is easily shown [l]2 that, if the insulation (with thermal conductivi­
ty k) around a long, slender cylinder has its inside radius r; and its 
inside surface temperature T; fixed, has an outside convection 
coefficient k which can be considered constant, and has negligible 
energy loss to its environment by radiation, the energy loss rate-
per-unit length q' will be maximum when 

k 
rQ = - (1) 

h 

This maximizing radius is usually referred to as the critical radius 
rocril

 a n d ('"Oca ~ ri) is referred to as the critical thickness of insula­
tion. McAdams has shown [2] that if radiation is included in lin­
earized form such that the radiation from the surface is given by 
hrA(To — T„), then the critical radius is given by 

k 

However, both h (for convection) and hr (for radiation) were con­
sidered constant, not varying with rQ or To. Sparrow has shown [3] 
that if the variation of h with ro and outside surface temperature 
To is considered in the form 

h = K(TQ-T„)n/r0
m (2) 

and radiation neglected, then the critical radius is given by 

/ l - m\ k 

^=( l77k (3) 

Note, however, that now h on the right-hand side of equation (3) is 
a function of ro and To, which itself is a function of ro, and so the 
value of rocrit must be found by a trial-and-error or iterative proce­
dure. In all three cases given in the foregoing the resulting expres­
sions for ro„i, are simple in form (although not necessarily easily 
solved). However, none of the three could be expected to correctly 
predict the true critical radius because of simplifying assumptions. 
The purpose here is to develop an expression for rocrit for insulation 
of cylinders with the variation of radiation and h with ro and To 
accounted. 

Analysis 
The energy loss by conduction through the insulation is given by 

, 2-KHTJ - Tp) 
q = , . . .— = IVo, To(ro)] (4) 

In (ro/n) 

and the loss rate by convection and radiation from the surface is 
given by 

q' = 2-xh r0(TQ - T„) + 2irr0e.Fff(T0
4 - TJ) (5) 

where h is given by equation (2). At steady state the energy loss 
rates will be equal so that 

k{?\ ~,n) = hr0(T0 - T . ) + / W M T o " - TJ) (6) 
In (r0/r,) 

Now if dq'/dro is found from equations (2), (4), and (6) by using 
chain rule and the result set to zero, the critical radius is found to 
be 

fe[fe(l-m)(T0-T„) + eFaW - TJ)} 
r°"il \(n + \)h + 4zFo-T0

3}[h(To ~ T„) + eFa(T0
4 - TJ)} 

2 Numbers in brackets designate References at end of technical note. 
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Fig. 1 Heat loss rate versus insulation thickness for Example 1 (rubber 
insulation on a 0.0127 m cable; natural convection) 

If n, m, and e are taken to be zero, this reduces to equation (1); if 
only £ is zero it reduces to equation (3). If only m and n are zero it 
reduces to 

k 
'"Ocrit ~ 

h + 4eF<rT0
3 

(8) 

which corresponds to the result derived by McAdams except that 
radiation has been exactly accounted rather than linearized with 
constant hr. 

In equation (7) the form of the expression for r0crit is far from 
simple. It contains h and To which both depend on rg. Finding rocril 

requires simultaneous solution of equations (2), (6), and (7) for the 
three unknowns ro (which will be r0crit), h, and T0. 

Discussion and Examples 
It was found that the easiest way to solve the three nonlinear 

equations in three unknowns is by using the Newton-Raphson iter­
ation technique [4] on a digital computer. Three examples are 
given here to compare the critical radius as predicted by equations 
(1), (3), (8), and (7). 

Example 1—(taken from [1]). An electrical cable, 0.0127 m (% 
in.) OD, is to be insulated with rubber. The cable is located in air 
at 21.1°C (70°P) and has a surface temperature of 65.6°C (150°F). 
For the rubber insulation k = 0.159 W/m-°C (0.09 Btu/hr-ft-°F) 
and e = 0.9. When h is constant it is taken as 8.52 W/m2-cC (1.5 
Btu/hr-ft2-°F), and when its variation with ro and To is considered 
then (for natural convection with Grashoff number based on diam­
eter in the range 103-109) 

h = 1 .109— -^— W/m2-°C 
r0

1 /4 

Example 2. Same as Example 1 except cable outside diameter is 
0.003175 m (V8 in.). 

Example 3. Same as Example 2 except assume forced convec­
tion heat transfer. When h is constant it is taken as 22.7 W/m2-°C 
(4 Btu/hr-ft2-°F), and when it is variable then (for forced convec­
tion with Reynolds number based on diameter in the range 4000-
40,000) 

h = 3.246/ro0382 W/m2-°C 

Figs. 1, 2, and 3 show the variation of q' with (rocril - r,-) for Ex­
amples 1, 2, and 3, respectively. Table 1 gives the critical radius 
and To, q', and h at the critical radius. For Example 1 equations 
(1), (3), and (8) do yield values for rocrlt, but no solution exists for 
simultaneous equations (2), (6), and (7). For this example there is 
no critical radius in the most realistic case where both radiation 
and variation of h are taken into account, and Fig. 1 illustrates this 
fact. The cable size was taken smaller in Example 2 so that a criti-
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Fig. 2 Heat loss rate versus insulation thickness for Example 2 (rubber 
insulation on a 0.003175 m cable; natural convection) 
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Fig. 3 Heat loss rate versus insulation thickness for Example 3 (rubber 
insulation on a 0.003175 m cable; forced convection) 
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